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#### Abstract

We show that it is quasi-NP-hard to color 2colorable 12 -uniform hypergraphs with $2^{(\log n)^{\Omega(1)}}$ colors where $n$ is the number of vertices. Previously, Guruswami et al. [1] showed that it is quasi-NP-hard to color 2-colorable 8uniform hypergraphs with $2^{2^{\Omega(\sqrt{\log \log n)}}}$ colors. Their result is obtained by composing a standard Outer PCP with an Inner PCP based on the Short Code of super-constant degree. Our result is instead obtained by composing a new Outer PCP with an Inner PCP based on the Short Code of degree two.


## I. Introduction

A $k$-uniform hypergraph is a collection of vertices and hyperedges where each hyperedge is a subset of $k$ vertices. An independent set in a hypergraph is a subset of vertices that does not contain any hyperedge completely inside it. A hypergraph is said to be $q$-colorable if the vertices can be partitioned into $q$ disjoint independent sets, or equivalently if the vertices can be colored with $q$ colors so that every edge is non-monochromatic. Coloring a hypergraph using few colors is one of the most well studied problems in combinatorics and theoretical computer science.

On graphs (i.e. $k=2$ ), there is an efficient algorithm to determine 2 -colorability, i.e. bipartiteness. A series of results - [2], [3], [4], [5], [6] and [7] - give efficient algorithms to color 3-colorable graphs with $n^{\beta}$ colors, where the current best value of $\beta$ is $\approx 0.2038$. On the other hand, it is known to be NP-hard to color 3-colorable graphs with 4 colors [8], [9]. For $q$-colorable graphs with sufficiently large $q$, a lower bound of $2^{\Omega\left(q^{1 / 3}\right)}$ colors was recently shown by Huang [10], improving upon an earlier bound of $q^{\Omega(\log q)}$ by Khot [11]. Dinur, Mossel and Regev [12] propose a variant of the Unique Games Conjecture referred to as the $\alpha$-Conjecture and show hardness of coloring 3 -colorable graphs with any constant number of colors under this conjecture.

Our understanding is much better for the problem of coloring $q$-colorable $k$-uniform hypergraphs with $k \geq 3$ (in this case, even determining 2-colorability is NP-hard). From the algorithmic side, the problem becomes only harder, so the best known algorithms still require $n^{\Omega(1)}$ colors, see Krivelevich et al. [13], Chen and Frieze [14], Kelsen

[^0]et al. [15] and Kawarabayashi and Thorup [16]. From the hardness side, there has been steady progress on obtaining stronger and stronger results. We avoid giving a long list of all the known results for different values of $q$ and $k$ and instead refer to the respective papers [17], [18], [19], [1], [20], [21]. Here we focus on the case where $q$ and $k$ are allowed to be (preferably small) constants and the concern is obtaining quantitatively strong lower bounds on the number of colors used by efficient algorithms. Guruswami, Håstad and Sudan [22] proved the first superconstant bound, showing hardness of coloring 2 -colorable 4 -uniform hypergraphs with $\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$ colors. Subsequently, Khot [23] showed the first poly-logarithmic bound, showing hardness of coloring $q$-colorable 4-uniform hypergraphs with $(\log n)^{\Omega(q)}$ colors where $q \geq 7$. In recent work, Guruswami et al. [1] obtained the first super-polylogarithmic bound, showing hardness of coloring 2 -colorable 8 -uniform hypergraphs with $2^{2^{\Omega(\sqrt{\log \log n)}}}$ colors. The main result of this work is a further "exponential" improvement:

Theorem I.1. For some absolute constant $c>0$, it is quasi-NP-hard ${ }^{1}$ to find an independent set of relative size $2^{-(\log n)^{c}}$ in an $n$-vertex 2 -colorable 12 -uniform hypergraph. Hence, it is quasi-NP-hard to color a 2 -colorable 12-uniform hypergraph with $2^{(\log n)^{c}}$ colors. In particular, any $c<\frac{1}{20}$ works.

We note that all results quoted above, with the exception of [18], also show hardness of finding an independent set of relative size $\delta(n)$ which in turn implies hardness of coloring with $1 / \delta(n)$ colors. Our result takes us another step closer to the $n^{\Omega(1)}$ bound, which might perhaps be the truth. We further note that significantly stronger results are known for the case of almost coloring: a hypergraph is almost $q$ colorable if the removal of a small fraction of its vertices and incident hyperedges makes it $q$-colorable. Given an almost $q$-colorable graph with $q \geq 3$, it is known to be NP-hard to find an independent set of relative size $q^{-\left\lfloor\log _{2} q\right\rfloor-1}$ [24], [25] and of relative size $2^{-\frac{q}{2}}$ [26]. Given an almost 2 -colorable 4 -uniform hypergraph, it is known to be quasi-NP-hard to

[^1]find an independent set of relative size $2^{-(\log n)^{1-o(1)}}$ [20].
Hardness results (including ours) are typically obtained by constructing a probabilistically checkable proof (PCP), letting the proof locations be vertices of a hypergraph and letting the tests (or rather the set of proof locations queried in a run of the test) be the hyperedges. Guruswami et al. [22] related the hardness of hypergraph coloring problem to the covering complexity of a PCP with the Not-AllEqual predicate. The covering complexity is $k$ if (in the NO case) one needs at least $k$ proofs so that every constraint is satisfied in at least one proof. The number of colors required to color the hypergraph is then $2^{k}$. Dinur and Kol [27] study the covering complexity of general predicates. It is easily observed that the covering complexity is at most $O(\log n)$ where the PCP proof has size $n$ and has poly $(n)$ constraints. This is because if $O(\log n)$ random proofs were constructed, then with high probability over the choice of the proofs, every constraint is satisfied. In terms of covering complexity, ours is the first result to achieve a PCP with covering complexity that is polynomial in $\log n$, specifically $(\log n)^{c}$. This holds for the Not-All-Equal predicate of arity 12 (optimizing the exponent $c$ and the arity 12 is not the focus of the paper; however the current techniques face a natural barrier of $\frac{1}{2}$ for the exponent $c$ ). We consider a new notion called super-position complexity of PCPs. Though it resembles the notion of covering complexity, there is no obvious upper bound better than $n$ for the super-position complexity of a PCP. We work with this new notion for most of the paper and in the end show a hardness result for hypergraph coloring problem that amounts to a $(\log n)^{c}$ covering complexity result.

## A. Overview of the Proof

Our hardness result follows from a long sequence of reductions, the initial steps presented as Theorems III.1, III. 2 and III.7, with the remainder omitted due to lack of space. The reader is referred to the full version of this paper [28]. It is infeasible to give an overview of all the steps here, so we present only a high level view of some of the steps and emphasize some aspects in which our approach differs from the prior ones, in particular from that of Guruswami et al [1].

As mentioned before, hardness results (including ours) are typically obtained by constructing a probabilistically checkable proof and letting the proof locations be vertices of a hypergraph and letting the tests be the hyperedges. The PCP is typically viewed as a composition of an outer verifier with an inner verifier. The quantitative strength of the hardness result depends (mainly) on the efficiency of the inner verifier and in particular, on the efficiency (= length) of the encoding scheme used by the inner verifier. Several results - such as [22], [17], [23], [19], [21] - have been obtained using inner verifiers based on the Long Code. The Long Code of an $m$-bit string is a string of length $2^{2^{m}}$ and this leads to a
large proof (= hypergraph) size, limiting the hardness result to a poly-logarithmic number of colors. At the other end of the spectrum, the Hadamard Code of an $m$-bit string is a string of length $2^{m}$. Using an inner verifier based on the Hadamard Code, Khot and Saket [20] obtain a hardness result with $2^{(\log n)^{1-o(1)}}$ colors. ${ }^{2}$ However, Hadamard Code can only incorporate (via a technique called folding) linear constraints and one is forced to use an underlying NPhard problem with linear constraints. This forces the PCP to have imperfect completeness and one obtains a hardness result only for the almost coloring version of the problem. Recently, Barak et al. [29] proposed a new encoding scheme referred to as the Short Code that has length intermediate between the Hadamard Code and the Long Code. To encode an $m$-bit string $u$, the Hadamard Code writes down the value of all linear functions on $u$, whereas the Long Code writes down the value of all functions on $u$. The Short Code takes an intermediate route and writes down the value of all degree $d$ functions on $u$ for some constant $d$. The length of the encoding is $\approx 2^{m^{d}}$ and even though much less than the Long Code, it does increase rapidly for higher degree $d$. For $d \geq 2$, it allows one to incorporate (via folding) non-linear constraints and hence a PCP with perfect completeness is potentially feasible. In a recent work, Dinur and Guruswami [30] were indeed able to construct an inner verifier based on the Short Code and obtain hardness results for a variant of the hypergraph coloring problem. Guruswami et al. [1] were then able to adapt this Short Code based inner verifier for the hypergraph coloring problem, leading to the $2^{2^{\Omega(\sqrt{\log \log n)}}}$ bound mentioned before. Their outer verifier is a standard one ${ }^{3}$ and its composition with the inner verifier requires using a high degree $d$, limiting the quantitative bound to $2^{2^{\Omega(\sqrt{\log \log n)}}}$ as stated.

Our key idea is to use, at the inner level, a Quadratic Code which is same as the Short Code with degree $d=2$. This leads to a significant saving in the encoding length and we are able to obtain a $2^{(\log n)^{\Omega(1)}}$ bound. However, as we elaborate below, the composition now requires a much stronger guarantee from the outer verifier. The guarantee from the outer verifier is usually in terms of low soundness, but we need an additional guarantee that we refer to as the high super-position complexity (see below). Much of our effort is then invested in constructing such an outer verifier. We now describe the testing primitive used by the inner verifier and how its analysis motivates (and necessitates) the idea of super-position complexity.

We intend to use the Quadratic Code that encodes an $m$-bit input $u \in \mathbb{F}[2]^{m}$ by writing down the values of all quadratic functions on $u$. This is same as defining an

[^2]$m \times m$ matrix $M=u \otimes u$ and writing down the values of all linear functions on $M$ (i.e. the Hadamard Code of $M$ ). The Quadratic Code is indexed by the set of all $m \times m$ matrices $X$ and the value at location $X$ is given by the entry-wise inner product $\langle M, X\rangle$. We describe a 6 -query test to check whether a supposed code is indeed a Quadratic Code (in a loose, list decoding sense). It can be adapted, without much additional effort, to a 12 -query test of an inner verifier, leading to a hardness result for coloring 12 -uniform hypergraphs. This involves reading 6 queries each from two supposed codes and in addition to checking that these are indeed codewords, also checking that these are consistent.
The test is as follows. Pick matrices $X, Y, Z \in \mathbb{F}[2]^{m \times m}$ and vectors $a, b \in \mathbb{F}[2]^{m}$ uniformly and independently at random. Let $\operatorname{Diag}(a)$ be the diagonal matrix with $a$ as the diagonal. Test whether,
\[

$$
\begin{aligned}
{[C(X)+C(X+\operatorname{Diag}(a))] \cdot } & {[C(Y)+C(Y+\operatorname{Diag}(b))] } \\
& =C(Z)+C(Z+a \otimes b)
\end{aligned}
$$
\]

It is easy to check that if $C$ is the Quadratic Code of some $u \in \mathbb{F}[2]^{m}$, then the test always accepts. Indeed, letting $M=$ $u \otimes u$, the right hand side of the equation is $(\langle u, a\rangle$ denotes the inner product over $\mathbb{F}[2]^{m}$ )

$$
\begin{aligned}
\langle M, Z\rangle+\langle M, Z+a \otimes b\rangle=\langle M, a \otimes b\rangle & =\langle u \otimes u, a \otimes b\rangle \\
& =\langle u, a\rangle \cdot\langle u, b\rangle
\end{aligned}
$$

whereas the left hand side evaluates to the same value:

$$
\langle M, \operatorname{Diag}(a)\rangle \cdot\langle M, \operatorname{Diag}(b)\rangle=\langle u, a\rangle \cdot\langle u, b\rangle .
$$

On the other hand, it can be shown, by an elementary Fourier analysis, that if the test passes with probability $\frac{1}{2}+2^{-O(k)}$, then the given $C$-table can be decoded (by simply outputting a Fourier coefficient with significant magnitude) to a symmetric rank $k$ matrix $\tilde{M}$. Writing $\tilde{M}$ as a super-position (i.e. sum) of $k$ symmetric rank one matrices $\tilde{M}=\sum_{\ell=1}^{k} u^{(\ell)} \otimes u^{(\ell)}$, this amounts to decoding the $C$-table to a bounded list $u^{(1)}, \ldots, u^{(k)} \in \mathbb{F}[2]^{m}$ of inputs. ${ }^{4}$

Typically, the inner verifier also needs to check that the input $u$ satisfies a constraint. In our setting, the constraint will be given as a quadratic equation, say $h(u)=0$ for some quadratic polynomial $h$ (assume for the ease of this overview that $h$ has no constant term). Let's write the constraint as

$$
\sum_{i, j=1}^{m} h_{i, j} u_{i} u_{j}=0 .
$$

This amounts to a linear constraint $\langle H, M\rangle$ on the matrix $M=u \otimes u$ where $H=\left(h_{i, j}\right)$ is also a matrix. If $C$ is the Quadratic Code of $u$ such that $h(u)=0$, then it satisfies $C(X+H)=C(X)$ for every index $X$. We can

[^3]ensure that the supposed code always satisfies this property by identifying the proof locations corresponding to $X+H$ and $X$ for every index $X$. Also, since $M=u \otimes u$ is symmetric, one expects $C(X)=C\left(X^{\top}\right)$ and this property can be ensured similarly. This trick is known as folding and its consequence is that the decoded matrix $\tilde{M}$ (as described above, by outputting a significant Fourier coefficient of the given $C$-table) is symmetric and satisfies the constraint $\langle H, M\rangle=0$. Since $\tilde{M}=\sum_{\ell=1}^{k} u^{(\ell)} \otimes u^{(\ell)}$, this amounts to saying that
\[

$$
\begin{equation*}
\sum_{i, j=1}^{m} h_{i, j}\left(\sum_{\ell=1}^{k} u_{i}^{(\ell)} u_{j}^{(\ell)}\right)=0 \tag{1}
\end{equation*}
$$

\]

We say that the quadratic equation $h=0$ is satisfied in super-position by the $k$ inputs $u^{(1)}, \ldots, u^{(k)}$. In summary, the analysis of the inner verifier furnishes a short list of inputs that together satisfy the quadratic equation $h=0$ in super-position, in the sense of Equation (1). This is an aspect in which our PCP differs from all earlier ones. In earlier PCPs, the inner verifier furnishes a short list of inputs such that every input in the list satisfies the relevant constraint whereas in our case, the constraint is only satisfied in super-position. To accommodate this weaker guarantee furnished by the inner verifier, the outer verifier needs a correspondingly stronger guarantee, which we refer to as the high super-position complexity.

We hope it is now clear why we need the outer verifier to have both the low soundness and high super-position complexity. We elaborate further on the latter property. As is standard, the outer verifier can be viewed as a 2-prover1 -round game where the first prover's answer is $u \in \mathbb{F}[2]^{m}$ and the second prover's answer is $v \in \mathbb{F}[2]^{r}$ (where $r \leq m$ ). The verifier accepts if $\pi(u)=v$ for some projection map $\pi: \mathbb{F}[2]^{m} \mapsto \mathbb{F}[2]^{r}$ that happens to be linear in our setting. In addition, the answer $u$ must satisfy a quadratic equation $h(u)=0$ for the verifier to accept. In the YES case, the provers have a strategy that makes the verifier accept with probability 1 . In the NO case, the verifier accepts with negligible probability even under a looser criterion for acceptance. The provers are now allowed to furnish a short list $u^{(1)}, \ldots, u^{(k)}$ and $v^{(1)}, \ldots, v^{(k)}$ of answers respectively and the verifier accepts if $\pi\left(u^{(\ell)}\right)=v^{(\ell)} \forall \ell \in\{1, \ldots, k\}$ and that $u^{(1)}, \ldots, u^{(k)}$ satisfy the constraint $h=0$ in super-position. Once we have an outer verifier with such a guarantee, it is straightforward to compose it with the inner verifier described above.

The bulk of our paper is devoted to the construcion of the outer verifier which follows via a sequence of reductions (= PCPs), the initial steps presented as Theorems III.1, III. 2 and III.7. We focus on constraint satisfaction problems where the constraints are quadratic equations over $\mathbb{F}[2]$. The super-position complexity of a CSP instance is the minimum number of assignments that satisfy every constraint in super-
position in the sense of Equation (1). We start by showing that it is NP-hard to distinguish whether a CSP has superposition complexity of 1 or at least $k$ (we choose the parameter $k$ to be poly-logarithmic in the instance size though the result also holds for much higher settings of the parameter). This appears as Theorems III. 1 and III.2. Interestingly, we do use some of the techniques from Dinur and Guruswami [30] here, specifically Lemma II. 3 which in turn is based on techniques from [34] to test Reed-Muller codes over $\mathbb{F}[2]$. However, we emphasize that Dinur and Guruswami [30] employ these techniques in the analysis of the inner verifier whereas for us, these serve as a starting point in a long sequence of reductions. ${ }^{5}$ We then use the ingredients used to prove the PCP Theorem (sum-check protocol, low degree test etc) to simultaneously reduce the arity of the constraints and to achieve low soundness, while preserving the high super-position complexity at every step. In the last step, the constraints are those given by a point-versus-surface low degree test and is naturally viewed as a 2-prover-1-round game, i.e. as the outer verifier. As mentioned before, the inner PCP is then based on the Quadratic Code. Its analysis is elementary and does not use any of the machinery required to analyze the Short Code. Subsequent to this work, Varma [35] has shown that the outer verifier can be combined with inner PCPs from [1] leading to similar inapproximability for the 2 -colorable 8 -uniform and 4 -colorable 4 -uniform cases.

## II. Preliminaries

This section describes some useful tools that are used in the hardness reduction.

## A. Tensor Decomposition of Symmetric Matrices

The following lemma shows a canonical way to write a symmetric matrix as a sum of symmetric rank one matrices. We only consider matrices over a field $\mathbb{F}[q]$ of characteristic 2.

Lemma II.1. Given a symmetric matrix $A \in \mathbb{F}[q]^{m \times m}$ of rank $k$ over a field $\mathbb{F}[q]$ of characteristic 2 , there are $k$ linearly independent vectors $\bar{z}_{1}, \ldots, \bar{z}_{k} \in \mathbb{F}[q]^{m}$ from the column space of $A$ such that,

$$
\begin{align*}
A= & \sum_{i=1}^{s} \bar{z}_{i} \otimes \bar{z}_{i} \\
& +\sum_{j=1}^{t}\left(\bar{z}_{s+2 j-1} \otimes \bar{z}_{s+2 j}+\bar{z}_{s+2 j} \otimes \bar{z}_{s+2 j-1}\right) \tag{2}
\end{align*}
$$

[^4]where $k=s+2 t$ for some non-negative integers $s$ and $t$. This implies,
\[

$$
\begin{align*}
A= & \sum_{i=1}^{s} \bar{z}_{i} \otimes \bar{z}_{i} \\
& +\sum_{j=1}^{t}\left(\bar{z}_{s+2 j-1} \otimes \bar{z}_{s+2 j-1}+\bar{z}_{s+2 j} \otimes \bar{z}_{s+2 j}\right. \\
& \left.+\left(\bar{z}_{s+2 j-1}+\bar{z}_{s+2 j}\right) \otimes\left(\bar{z}_{s+2 j-1}+\bar{z}_{s+2 j}\right)\right), \tag{3}
\end{align*}
$$
\]

and that $A$ is a sum of at most $\frac{3 k}{2}$ symmetric rank one matrices.

Proof: Note that the second equation in the statement of the lemma follows from the first by observing that $\bar{a} \otimes \bar{b}+\bar{b} \otimes$ $\bar{a}=\bar{a} \otimes \bar{a}+\bar{b} \otimes \bar{b}+(\bar{a}+\bar{b}) \otimes(\bar{a}+\bar{b})$. So we focus on obtaining the decomposition as in the first equation. If $A=0$, there is nothing to prove. If $A=\left(a_{i j}\right) \neq 0$, then we consider two cases and in each case, we give a decomposition of $A$ into a single term in Equation (2) and a matrix of lower rank $A^{\prime}$. The lemma then follows by an inductive argument on $A^{\prime}$. We use a crucial fact that in a field $\mathbb{F}[q]$ of characteristic 2 , every element is a square. In particular, for any $a \in \mathbb{F}[q]$, $a \neq 0$, the element $\frac{1}{\sqrt{a}}$ exists.
Case (i): Consider the case when $A$ has a non-zero diagonal element, i.e. $a_{i i} \neq 0$ for some $i \in\{1, \ldots, m\}$. Let $\bar{a}_{i}$ be the $i^{\text {th }}$ column of $A$ and let $\bar{b}_{i}=\frac{1}{\sqrt{a_{i i}}} \cdot \bar{a}_{i}$. Consider the symmetric matrix,

$$
A^{\prime}=A+\bar{b}_{i} \otimes \bar{b}_{i}
$$

It is easy to see that the $i^{\text {th }}$ column as well as row of $A^{\prime}$ is zero. This implies that $\bar{b}_{i}$ is linearly independent of the columns of $A^{\prime}$ and $\operatorname{rank}\left(A^{\prime}\right)=\operatorname{rank}(A)-1$. We can then inductively decompose $A^{\prime}$ keeping in mind that the decomposition will involve vectors that are linearly independent of $\bar{b}_{i}$.

Case (ii): Now consider the case when all diagonal elements of $A$ are zero, but there are indices $i \neq j$ such that $a_{i j}=$ $a_{j i} \neq 0$. As before, let $\bar{b}_{i}=\frac{1}{\sqrt{a_{i j}}} \cdot \bar{a}_{i}$ and $\bar{b}_{j}=\frac{1}{\sqrt{a_{i j}}} \cdot \bar{a}_{j}$. Since $a_{i i}=a_{j j}=0$, we have $\bar{b}_{i} \neq \bar{b}_{j}$. Consider the symmetric matrix

$$
A^{\prime}=A+\bar{b}_{i} \otimes \bar{b}_{j}+\bar{b}_{j} \otimes \bar{b}_{i}
$$

The $i^{\text {th }}$ and the $j^{t h}$ columns as well as rows of $A^{\prime}$ are zero. This implies that $\bar{b}_{i}$ and $\bar{b}_{j}$ are linearly independent of the columns of $A^{\prime}$ and $\operatorname{rank}\left(A^{\prime}\right)=\operatorname{rank}(A)-2$. We can then inductively decompose $A^{\prime}$ keeping in mind that the decomposition will involve vectors that are linearly independent of $\bar{b}_{i}$ and $\bar{b}_{j}$.

## B. Representations of Monomial Assignments

This and the next section describe the basic setup used by Dinur and Guruswami [30] for analyzing their inner verifier.

Their verifier relies on the Short Code (we do not define it here since we won't be using it) that was proposed and analyzed by Barak et al. [29].

Let $x_{1}, \ldots, x_{m}$ be variables over $\mathbb{F}[2]$. Fix a degree parameter $d \geq 0$ and let $\mathcal{S}_{d}$ be the set of all monomials $\prod_{i \in S} x_{i}$ corresponding to subsets $S \subseteq[m]$ of size at most d. An assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ is referred to as a monomial assignment. One can naturally extend assignment $\sigma$ to all polynomials of degree at most $d$ by linearity, i.e. if $q(x)=c+\sum_{S \subseteq[m], 1 \leq|S| \leq d} c_{S} \prod_{i \in S} x_{i}$ is a polynomial, then

$$
\sigma(q)=c \cdot \sigma(\emptyset)+\sum_{S \subseteq[m], 1 \leq|S| \leq d} c_{S} \cdot \sigma\left(\prod_{i \in S} x_{i}\right)
$$

where $\sigma(\emptyset)$ denotes the assignment given by $\sigma$ to the empty monomial. We say that a monomial assignment $\sigma$ satisfies an equation $q(x)=0$, if $\sigma(q)=0$.
Lemma II.2. For any monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$, there is a subset $\beta \subseteq \mathbb{F}[2]^{m}$ such that for all polynomials $q(x)$ of degree at most $d$,

$$
\begin{equation*}
\sigma(q)=\sum_{a \in \beta} q(a) \tag{4}
\end{equation*}
$$

Proof: Let $\mathcal{P}_{d}$ be the linear vector space of all polynomials $q(x)$ of degree at most $d$. The dimension of this space equals the number of monomials (including the empty monomial), i.e. $\sum_{i=0}^{d}\binom{m}{i}$. Let $\mathcal{A}$ be the set of all inputs $a \in \mathbb{F}[2]^{m}$ with Hamming weight at most $d$ so that $|\mathcal{A}|=\sum_{i=0}^{d}\binom{m}{i}$ is same as the dimension of $\mathcal{P}_{d}$. For every fixed $a \in \mathbb{F}[2]^{m}$, the map $q(x) \mapsto q(a)$ is a linear map on $\mathcal{P}_{d}$. We will show that these maps are linearly independent and hence form a basis for the space of all linear maps on $\mathcal{P}_{d}$ and in particular, the linear map $\sigma$ can be expressed as their linear combination, proving the lemma. In order to show the linear independence of the maps $\{q(x) \mapsto q(a) \mid a \in \mathcal{A}\}$, it suffices to show that if a degree (at most) $d$ polynomial $q(x)$ vanishes on all inputs in $\mathcal{A}$, then it vanishes identically. Indeed, if on the contrary, $q(x) \neq 0$, then $q(x)=\prod_{i \in S} x_{i}+\sum_{S^{\prime} \neq S} c_{S^{\prime}} \prod_{j \in S^{\prime}} x_{j}$ where $\prod_{i \in S} x_{i}$ is a monomial of lowest degree that has a non-zero coefficient in $q(x)$. Clearly, for the input $a \in \mathbb{F}[2]^{m}$ whose non-zero co-ordinates are precisely on the set $S$, we have $q(a) \neq 0$ reaching a contradiction.

Note that the subset $\beta$ guaranteed by Lemma II. 2 need not be unique. For a monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$, let $\beta_{\sigma}$ denote a minimum sized subset $\beta$ satisfying the conclusion of the lemma (i.e. Equation (4)).

## C. A Useful Tool from Dinur and Guruswami [30]

We now state (a minor variant of) the main tool we borrow from Dinur and Guruswami [30] paper. Let $\mathcal{F}_{m}$ be the space of all functions $f: \mathbb{F}[2]^{m} \mapsto \mathbb{F}[2]$. For a subset $\beta \subseteq \mathbb{F}[2]^{m}$,
define the character $\chi_{\beta}: \mathcal{F}_{m} \mapsto\{-1,1\}$ as:

$$
\begin{aligned}
\chi_{\beta}(f)=(-1)^{\sum_{x \in \beta} f(x)} & =(-1)^{\sum_{x \in \mathbb{F}[2]} m \mathbb{1}_{\beta}(x) f(x)} \\
& =(-1)^{\left\langle\mathbb{1}_{\beta}, f\right\rangle}
\end{aligned}
$$

where $\mathbb{1}_{\beta}$ denotes the indicator function of that subset. If $\beta_{\sigma}$ is a (minimum sized) subset corresponding to a monomial assignment $\sigma$ as defined earlier, then for any polynomial $g$ of degree at most $d$,

$$
\chi_{\beta_{\sigma}}(g)=(-1)^{\sum_{x \in \beta_{\sigma}} g(x)}=(-1)^{\sigma(g)}
$$

The following is a minor variant of a theorem proved in [30]. The ideas in its proof go back to the analysis of testing Reed-Muller codes in [34].

Lemma II.3. Let $\beta=\beta_{\sigma}$ be a (minimum sized) subset corresponding to some monomial assignment $\sigma$ such that $|\beta| \geq 2^{d / 2}$ and $\alpha, \gamma \subseteq \mathbb{F}[2]^{m}$ are arbitrary. Then

$$
\left|\mathbb{E}_{g, h}\left[\chi_{\beta}(g h) \chi_{\gamma}(g) \chi_{\alpha}(h)\right]\right| \leq 2^{-2^{d / 4-2}}
$$

where $g$ is a uniformly random polynomial of degree at most $3 d / 4$ and $h$ is a uniformly random polynomial of degree at most $d / 4$.

Proof: The expectation can be upper bounded by

$$
\begin{equation*}
\mathbb{E}_{h}\left[\left|\mathbb{E}_{g}\left[\chi_{\beta}(g h) \chi_{\gamma}(g)\right]\right|\right] \tag{5}
\end{equation*}
$$

The inner expectation is same as

$$
\begin{equation*}
\mathbb{E}_{g}\left[\chi_{\beta}(g h) \chi_{\gamma}(g)\right]=\mathbb{E}_{g}\left[(-1)^{\left\langle\mathbb{1}_{\beta} \cdot h+\mathbb{1}_{\gamma}, g\right\rangle}\right] . \tag{6}
\end{equation*}
$$

We use the fact that the space of polynomials of degree at most $m-3 d / 4-1$ is precisely the orthogonal space of the space of polynomials of degree at most $3 d / 4$. Thus the expectation in Equation (6) is 1 if $\mathbb{1}_{\beta} \cdot h+\mathbb{1}_{\gamma}$ is a polynomial of degree at most $m-3 d / 4-1$ and zero otherwise. Hence the expression in Equation (5) is same as

$$
\begin{aligned}
& \operatorname{Pr}_{h}\left[\mathbb{1}_{\beta} \cdot h+\mathbb{1}_{\gamma}\right. \text { is a polynomial } \\
& \quad \text { of degree at most } m-3 d / 4-1],
\end{aligned}
$$

where $h$ is a random polynomial of degree at most $d / 4$. By Lemma II. 5 , this probability is upper bounded by $2^{-2^{d / 4-2}}$.

Lemma II. 5 is an immediate consequence of a similar lemma in [30].
Lemma II.4. For a uniformly random polynomial $h$ of degree at most $d / 4$ and $\beta$ such that $|\beta| \geq 2^{d / 2}$,
$\underset{h}{\operatorname{Pr}}\left[\mathbb{1}_{\beta} \cdot h\right.$ is a polynomial of degree at most $m-3 d / 4-1] \leq 2^{-2^{d / 4-2}}$.

Lemma II.5. For a uniformly random polynomial $h$ of degree at most $d / 4$ and any $\gamma, \beta$ such that $|\beta| \geq 2^{d / 2}$,

$$
\begin{aligned}
& \underset{h}{\operatorname{Pr}}\left[\mathbb{1}_{\beta} \cdot h+\mathbb{1}_{\gamma}\right. \text { is a polynomial of } \\
& \qquad \text { degree at most } m-3 d / 4-1] \leq 2^{-2^{d / 4-2}} .
\end{aligned}
$$

Proof: If there is no $h$ such that $\mathbb{1}_{\beta} \cdot h+\mathbb{1}_{\gamma}$ is a polynomial of degree at most $m-3 d / 4-1$ then we are done. Otherwise the set of all such $h$ is an affine subspace and translating it to include the origin yields the subspace (of the same size) of $h^{\prime}$ such that $\mathbb{1}_{\beta} \cdot h^{\prime}$ is a polynomial of degree at most $m-3 d / 4-1$. An appeal to Lemma II. 4 completes the proof.

## D. Arora-Sudan Analysis of the Low Degree Test

Let $\mathbb{F}[q]$ be a field and $d, m$ be positive integers. Suppose we are given a table of values of a function $f: \mathbb{F}[q]^{m} \mapsto \mathbb{F}[q]$ that is supposed to be a degree $d$ polynomial. Suppose, in addition, we are given, for every line $\ell$ in the space $\mathbb{F}[q]^{m}$, a univariate degree $d$ polynomial $f_{\ell}$ that is supposed to be the restriction of the supposed global polynomial $f$ to that line. ${ }^{6}$ For a point $\bar{v}$ on the line $\ell$, we denote by $f_{\ell}(\bar{v})$ the value given by $f_{\ell}$ at the point $\bar{v}$. The following theorem was proved by Arora and Sudan [36].

Theorem II.6. There are constants $c_{0}, c_{1}, c_{2}, c_{3}>0$ such that the following holds. For any parameter $\delta>0$ such that $q \geq c_{0}(d m / \delta)^{c_{1}}$, let $\left\{P_{1}, \ldots, P_{t}\right\}$ be the set of degree $d$ polynomials that agree with $f$ at $\delta^{c_{2}} / c_{3}$ fraction of the points. Then, taking the probability over a random line $\ell$ and random point $\bar{v}$ on the line,

$$
\operatorname{Pr}_{\ell, \bar{v}}\left[f(\bar{v}) \notin\left\{P_{1}(\bar{v}), \ldots, P_{t}(\bar{v})\right\} \text { and } f_{\ell}(\bar{v})=f(\bar{v})\right] \leq \delta .
$$

Also, by coding theoretic bounds $t \leq 2 c_{3} / \delta^{c_{2}}$.

## E. Super-position Complexity

Definition II.7. Let $a^{(1)}, \ldots, a^{(t)} \in \mathbb{F}[2]^{m}$ be $t$ assignments and $q(x)=0$ be a quadratic equation in $m$ boolean variables with $q(x)=c+\sum_{i=1}^{m} c_{i} x_{i}+\sum_{1 \leq i<j \leq m} c_{i j} x_{i} x_{j}$. We say that the $t$ assignments satisfy the equation $q(x)=0$ in super-position if
$c+\sum_{i=1}^{m} c_{i}\left(\sum_{\ell=1}^{t} a_{i}^{(\ell)}\right)+\sum_{1 \leq i<j \leq m} c_{i j}\left(\sum_{\ell=1}^{t} a_{i}^{(\ell)} a_{j}^{(\ell)}\right)=0$.
Note that for $t=1$, this is same as saying that $q\left(a^{(1)}\right)=0$, i.e. that $a^{(1)}$ satisfies the equation (in the standard sense). Also, if $q(x)$ is linear, this is same as saying that the assignment $a=\sum_{\ell=1}^{t} a^{(\ell)}$ satisfies the equation (in the standard sense).

[^5]Definition II.8. Given a system of quadratic equations $\left\{q_{i}(x)=0\right\}_{i=1}^{L}$, its super-position complexity is the minimum number $t$, if it exists, such that there are $t$ assignments $a^{(1)}, \ldots, a^{(t)} \in \mathbb{F}[2]^{m}$ that satisfy every equation $q_{i}(x)=0, \quad i \in\{1, \ldots, L\}$ in super-position. Otherwise, one may define the super-position complexity to be $\infty$ (but we will not encounter this scenario).

## III. Starting Point for Our PCPs

In this section, we describe a set of results that serve as the starting point for our PCPs. The main theorem is Theorem III. 2 that provides a super-position gap for constraint satisfaction problems with constraints that are quadratic equations over $\mathbb{F}[2]$. The theorem states that given an instance of such a CSP, it is NP-hard to distinguish whether it has a satisfying assignment (i.e. has super-position complexity of 1) or has high super-position complexity. Theorem III. 1 is a preparatory step towards the main Theorem III.2. For subsequent applications, we need certain strengthenings of the main theorem stated as Theorem III. 5 and III.7.

## A. CSPs with High Degree Equations

Recall that given $n$ boolean variables $x_{1}, \ldots, x_{n}$ and the degree parameter $d, \mathcal{S}_{d}$ denotes the set of all monomials of size at most $d$ over the $n$ variables. Given a monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$, one can extend it naturally to all polynomials of degree at most $d$ by linearity. Moreover there exists a set $\beta_{\sigma} \subseteq \mathbb{F}[2]^{n}$ (of minimal size, by definition) such that for all polynomials $q(x)$ of degree at most $d, \sigma(q)=$ $\sum_{s \in \beta_{\sigma}} q(s)$. A monomial assignment $\sigma$ is said to satisfy a system of degree $d$ polynomial equations $\left\{q_{i}(x)=0\right\}_{i=1}^{m}$ if $\sigma\left(q_{i}\right)=0$ for every $i \in\{1, \ldots, m\}$. We prove the following theorem in this section.

Theorem III.1. For any $d \geq 3$, there is a $\operatorname{DTIME}\left(n^{O(d)}\right)$ reduction from $3 S A T$ to a system $\mathcal{B}$ of degree $d$ equations over $\mathbb{F}[2]$ such that,

YES Case: If the 3SAT instance is satisfiable then there is an assignment that satisfies (all equations in) $\mathcal{B}$.

NO Case: If the 3SAT instance is unsatisfiable then for any monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ that satisfies (all equations in) $\mathcal{B}$, one must have $\left|\beta_{\sigma}\right| \geq 2^{d-3}$.

Proof: Suppose the 3SAT instance consists of $n$ boolean variables $x_{1}, \ldots, x_{n}$ and $m$ clauses. For $i=1, \ldots, m$, the $i^{\text {th }}$ clause can be written as an equation $p_{i}(x)=0$ where $p_{i}(x)$ is a polynomial of degree at most 3 . It depends on at most 3 variables, but this will not be relevant to us. Let $d \geq 3$ be as in the statement of the theorem. We construct a system $\mathcal{B}$ of equations as desired by adding the equation

$$
\left(\prod_{i \in S} x_{i}\right) p_{i}(x)=0
$$

for all monomials $\prod_{i \in S} x_{i}$ of degree at most $d-3$ and $i=1, \ldots, m$. Note that every equation in $\mathcal{B}$ has degree at most $d$. In the YES case, if the 3SAT instance has a satisfying assignment, then clearly the same assignment satisfies all equations in $\mathcal{B}$. So we focus on the NO case. Let a monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ be given that satisfies all equations in $\mathcal{B}$ and let $\beta_{\sigma} \subseteq \mathbb{F}[2]^{n}$ be the corresponding set. Note that for any polynomial $q(x)$ of degree at most $d-3$ and any $i \in\{1, \ldots, m\}$, the equation $q(x) p_{i}(x)=0$ is a linear combination of equations in $\mathcal{B}$ and hence must be satisfied by $\sigma$, i.e. $\sigma\left(q \cdot p_{i}\right)=0$.

Assume for the sake of contradiction that $\left|\beta_{\sigma}\right|<2^{d-3}$. Fix an arbitrary $a \in \beta_{\sigma}$. By Lemma 2.13 of [1], there exists a polynomial $q(x)$ of degree at most $d-3$ such that $q(a)=1$ and $\forall b \in \beta_{\sigma}, b \neq a, q(b)=0$. Since the 3SAT instance is unsatisfiable, the assignment $a$ fails on some, say $j^{\text {th }}$, clause, i.e. $p_{j}(a)=1$. We reach a contradiction by observing that

$$
\begin{aligned}
\sigma\left(q \cdot p_{j}\right) & =\sum_{s \in \beta_{\sigma}} q(s) p_{j}(s) \\
& =q(a) p_{j}(a)+\sum_{s \in \beta_{\sigma}, s \neq a} q(s) p_{j}(s)=p_{j}(a)=1
\end{aligned}
$$

## B. Quadratic CSP with Superposition Gap

We recall Definition II. 7 and prove our main theorem in this section.

Theorem III.2. There is a reduction from 3SAT to an instance $\mathcal{A}$ of quadratic equations such that,

YES Case. If the 3SAT instance is satisfiable then there is an assignment to $\mathcal{A}$ that satisfies all the equations.

NO Case. If the 3SAT instance is unsatisfiable then there are no $t$ assignments to $\mathcal{A}$ that satisfy all the equations simultaneously in super-position for any $1 \leq t \leq k$. Here $k$ is a parameter and the reduction runs in time $N^{O(\log k)}$ where $N$ is the size of the 3SAT instance.

Proof: We first reduce 3SAT to a system of degree $d$ equations $\mathcal{B}$ as given by Theorem III.1. The size of instance $\mathcal{B}$ is $N^{O(d)}$ where $N$ is the size of the 3SAT instance. Let $x_{1}, \ldots, x_{n}$ be the variables of the instance $\mathcal{B}$ and the degree parameter $d$ will be set later. Note that in the YES case, the instance $\mathcal{B}$ has a satisfying assignment $a \in \mathbb{F}[2]^{n}$ whereas in the NO case, for any assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ that satisfies $\mathcal{B}$, it must be that $\left|\beta_{\sigma}\right| \geq 2^{d-3}$ (to recall again, $\mathcal{S}_{d}$ is the set of all monomials over variables $x_{1}, \ldots, x_{n}$ of degree at most $d$ ). We construct the desired system $\mathcal{A}$ of quadratic equations as follows.

- For every $A \subseteq[n], 1 \leq|A| \leq d$ we have a variable $y_{A}$. This variable is supposed to represent the monomial $\prod_{i \in A} x_{i}$ and in the YES case, it takes the same value as this monomial under a satisfying assignment to $\mathcal{B}$.

Note that we have variables corresponding only to the non-empty monomials.

- Add all the equations of $\mathcal{B}$ replacing each non-empty monomial $\prod_{i \in A} x_{i}$ by the corresponding variable $y_{A}$. These equations are linear in the variables $\left\{y_{A} \mid 1 \leq\right.$ $|A| \leq d\}$ (so this is simply a linearization of $\mathcal{B}$ ).
- For every pair $A, B \subseteq[n]$ such that $1 \leq|A|,|B|, \mid A \cup$ $B \mid \leq d$, add the quadratic equation $y_{A} y_{B}=y_{A \cup B}$. Note that this quadratic equation is indeed satisfied in the YES case since the variables $y_{A}$ have values same as the corresponding monomials under an assignment to the variables $x_{1}, \ldots, x_{n}$.
This completes the construction of the instance $\mathcal{A}$. In the YES case, taking the satisfying assignment $a \in \mathbb{F}[2]^{n}$ to instance $\mathcal{B}$ and assigning to every variable $y_{A}$ the value $\prod_{i \in A} a_{i}$ satisfies all equations of instance $\mathcal{A}$.
In the NO case, we wish to show that no $t$ assignments $\sigma_{1}, \ldots, \sigma_{t}:\left\{y_{A}|1 \leq|A| \leq d\} \mapsto \mathbb{F}[2]\right.$ can satisfy all equations of $\mathcal{A}$ in super-position for any $1 \leq t \leq k$. We can assume that $t$ is odd by adding (if necessary) the assignment which maps each $y_{A}$ to 0 . This increases $t$ by at most 1 and makes no difference to the quantitative bounds. Assume for a contradiction that such a set of $t$ assignments exists, for an odd $t$. Note that any assignment $\sigma_{i}$ is naturally also a monomial assignment $\sigma_{i}: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$, by extending it to the empty monomial as $\sigma_{i}(\emptyset)=1$.

Letting $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ be the monomial assignment given by $\sigma=\sum_{i=1}^{t} \sigma_{i}$ we have the following lemma.

Lemma III.3. The monomial assignment $\sigma: \mathcal{S}_{d} \mapsto \mathbb{F}[2]$ satisfies all equations of $\mathcal{B}$.

Proof: Let $q(x)=0$ be an equation in $\mathcal{B}$ where $q(x)=$ $c+\sum_{A \subseteq[n], 1 \leq|A| \leq n} c_{A} \cdot\left(\prod_{i \in A} x_{i}\right)$. Its linearization in $\mathcal{A}$ is,

$$
c+\sum_{A \subseteq[n], 1 \leq|A| \leq n} c_{A} y_{A}=0 .
$$

As the above equation is satisfied in super-position by the assignments $\left\{\sigma_{i}\right\}_{i=1}^{t}$ to the variables $y_{A}$,

$$
c+\sum_{A \subseteq[n], 1 \leq|A| \leq n} c_{A} \cdot\left[\sum_{i=1}^{t} \sigma_{i}\left(y_{A}\right)\right]=0 .
$$

Viewing $\sigma_{i}$ as a monomial assignment and observing that since $t$ is odd, $\sum_{i=1}^{t} \sigma_{i}(\emptyset)=\sum_{i=1}^{t} 1=1$, the above implies,
$c \cdot\left(\sum_{i=1}^{t} \sigma_{i}(\emptyset)\right)+\sum_{A \subseteq[n], 1 \leq|A| \leq n} c_{A} \cdot\left[\sum_{i=1}^{t} \sigma_{i}\left(\prod_{i \in A} y_{A}\right)\right]=0$.
By the definition of $\sigma$ we have,

$$
c \cdot \sigma(\emptyset)+\sum_{A \subseteq[n], 1 \leq|A| \leq n} c_{A} \cdot \sigma\left(\prod_{i \in A} y_{A}\right)=\sigma(q)=0
$$

From Lemma II. 2 there exist subsets $\beta_{\sigma_{i}} \subseteq \mathbb{F}[2]^{n}$ corresponding to the monomial assignments $\sigma_{i}$ for $i=1, \ldots, t$ and a subset $\beta_{\sigma}$ corresponding to $\sigma$. As proved in Lemma III. 3 above $\sigma$ satisfies all equations in $\mathcal{B}$. Hence, by the guarantee offered by the NO case of Theorem III.1, we have $\left|\beta_{\sigma}\right| \geq 2^{d-3}$. We now show that $\left|\beta_{\sigma}\right|$ being large implies that $\sigma_{1}, \ldots, \sigma_{t}:\left\{y_{A} \quad|1 \leq|A| \leq d\} \mapsto \mathbb{F}[2]\right.$ cannot simultaneously satisfy the equations $y_{A} y_{B}=y_{A \cup B}$ in superposition. Assume on the contrary that this is the case, i.e. for all $A, B$ such that $1 \leq|A|,|B|,|A \cup B| \leq d$,

$$
\sum_{i=1}^{t} \sigma_{i}\left(y_{A \cup B}\right)=\sum_{i=1}^{t} \sigma_{i}\left(y_{A}\right) \sigma_{i}\left(y_{B}\right)
$$

Since $\sigma_{i}$ are also thought of as monomial assignments $\sigma_{i}$ : $\mathcal{S}_{d} \mapsto \mathbb{F}[2]$, the above amounts to saying that

$$
\begin{equation*}
\sum_{i=1}^{t} \sigma_{i}(g h)=\sum_{i=1}^{t} \sigma_{i}(g) \sigma_{i}(h) \tag{7}
\end{equation*}
$$

where $g, h$ are non-empty monomials in variables $x_{1}, \ldots, x_{n}$ such that the sizes of $g, h, g h$ are all upper bounded by $d$. Further, as monomial assignments defined above, $\sigma_{i}(\emptyset)=1$ for all $i=1, \ldots, t$ which impies that Equation (7) holds for all monomials $g, h$ such that the sizes of $g, h$ and $g h$ are bounded by $d$. In particular, this holds whenever $g$ and $h$ are monomials of degree at most $3 d / 4$ and $d / 4$ respectively (assume $d$ is divisible by 4). We observe that by linearity, Equation (7) holds also when $g$ is a polynomial of degree at most $3 d / 4$ and $h$ is a polynomial of degree at most $d / 4$.

We switch from values over $\mathbb{F}[2]$ to real values in $\{-1,1\}$, i.e. replace $\sigma_{i}(g)$ by $(-1)^{\sigma_{i}(g)}$. Noting that $\sigma=\sum_{i=1}^{t} \sigma_{i}$, we get

$$
(-1)^{\sigma(g h)}=\prod_{i=1}^{t}\left((-1)^{\sigma_{i}(g)} \wedge(-1)^{\sigma_{i}(h)}\right) .
$$

Note that addition over $\mathbb{F}[2]$ now becomes multiplication over signs $\{-1,1\}$ and multiplication over $\mathbb{F}[2]$ now becomes the operation $a \wedge b=(1+a+b-a b) / 2$ over signs $\{-1,1\}$. Since $(-1)^{\sigma_{i}(g)}=\chi_{\beta_{\sigma_{i}}}(g)$, we get that

$$
\begin{equation*}
\chi_{\beta_{\sigma}}(g h)\left[\prod_{i=1}^{t}\left(\chi_{\beta_{\sigma_{i}}}(g) \wedge \chi_{\beta_{\sigma_{i}}}(h)\right)\right]=1 \tag{8}
\end{equation*}
$$

whenever $g$ is a polynomial of degree at most $3 d / 4$ and $h$ is a polynomial of degree at most $d / 4$. We reach a contradiction by showing that if $g$ and $h$ are chosen as random polynomials of the kind prescribed, the expectation of the left hand side of Equation (8) is nearly zero. Indeed, replacing each expression $a \wedge b$ by $(1+a+b-a b) / 2$ and expanding the product into a sum of $4^{t}$ terms, the left hand side of Equation (8) is a sum of $4^{t}$ terms of type

$$
\left(\frac{1}{2^{t}}\right) \chi_{\beta_{\sigma}}(g h) \chi_{\gamma}(g) \chi_{\alpha}(h),
$$

for some $\gamma, \alpha \subseteq \mathbb{F}[2]^{n}$. The sets $\gamma, \alpha$ are related to the sets $\beta_{\sigma_{i}}$, but this is not relevant for the argument. We finish the proof by showing that the expectation of the term above is negligible and hence the sum of the expectations of the $4^{t}$ terms is negligible too. The claim follows by Lemma III. 4 below. It is enough to take $d=O(\log k)$.

Lemma III.4. For $\beta_{\sigma} \subseteq \mathbb{F}[2]^{n},\left|\beta_{\sigma}\right| \geq 2^{d-3}, d \geq 6$ and arbitrary $\gamma, \alpha \subseteq \mathbb{F}[2]^{n}$, we have

$$
\left|\mathbb{E}_{g, h}\left[\chi_{\beta_{\sigma}}(g h) \chi_{\gamma}(g) \chi_{\alpha}(h)\right]\right| \leq 2^{-2^{d / 4-2}}
$$

where $g$ is a random polynomial of degree at most $3 d / 4$ and $h$ is a random polynomial of degree at most $d / 4$.

Proof: For $d \geq 6$, we have $2^{d-3} \geq 2^{d / 2}$. The proof follows from Lemma II.3.

## C. Strengthening of Theorem III. 2

We will need to consider quadratic equations over $\mathbb{F}[q]$ that is an extension field of $\mathbb{F}[2]$. In particular we need analogue of Theorem III. 2 where the conclusion holds even for $\mathbb{F}[q]$-valued assignments. In this section, while considering quadratic equations over $\mathbb{F}[q]$, we only consider equations that have $\mathbb{F}[2]$ coefficients and no linear terms, i.e. equations of the form $c+\sum_{1 \leq i \leq j \leq m} c_{i j} x_{i} x_{j}=0$ where $c, c_{i j} \in \mathbb{F}[2]$. The notion of satisfying an equation in super-position is similar as before. Assignments $a^{(1)}, \ldots, a^{(t)} \in \mathbb{F}[q]^{m}$ are said to satisfy an equation $c+\sum_{1 \leq i \leq j \leq m} c_{i j} x_{i} x_{j}=0$ in super-position if,

$$
c+\sum_{1 \leq i \leq j \leq m} c_{i j}\left(\sum_{\ell=1}^{t} a_{i}^{(\ell)} a_{j}^{(\ell)}\right)=0
$$

Theorem III. 2 easily implies the theorem below.
Theorem III.5. Let $\mathbb{F}[q]$ be an extension field of $\mathbb{F}[2]$ with $q=2^{r}$. There is a reduction from 3SAT to an instance $\mathcal{C}$ of quadratic equations over $\mathbb{F}[q]$ such that

- The equations have $\mathbb{F}[2]$ coefficients and no linear terms.
- YES Case. If the 3SAT instance is satisfiable then there is an assignment to $\mathcal{C}$ that satisfies all the equations. In fact there is such an assignment that is $\mathbb{F}[2]$ valued.
- NO Case. If the 3SAT instance is unsatisfiable then there are no $t$ assignments to $\mathcal{C}$ that are $\mathbb{F}[q]$ valued and satisfy all the equations simultaneously in superposition for any $1 \leq t \leq k$. Here $k$ is a parameter and the reduction runs in time $N^{O(r \log k)}$ where $N$ is the size of the 3SAT instance.
Proof: The instance $\mathcal{C}$ is essentially the same as the instance $\mathcal{A}$ given by Theorem III.2. The only difference is that every linear term $x_{i}$ is replaced by a quadratic term $x_{i}^{2}$. Specifically, an equation $c+\sum_{i=1}^{m} c_{i} x_{i}+$ $\sum_{1<i<j \leq m} c_{i j} x_{i} x_{j}=0$ in instance $\mathcal{A}$ is now written as $c+\sum_{1 \leq i \leq j \leq m} c_{i j} x_{i} x_{j}=0$ in instance $\mathcal{C}$ where $c_{i i}=c_{i}$.

The claim in the YES case follows from the analogous claim in Theorem III.2, so we focus on the NO case.

We show that if there are $t$ assignments over $\mathbb{F}[q]$ that satisfy all equations in the instance $\mathcal{C}$ in super-position, then there are $t \cdot s$ assignments over $\mathbb{F}[2]$ that satisfy all equations in the instance $\mathcal{A}$ in super-position and $s \leq 2 r$. Let a typical equation in the instance $\mathcal{C}$ be $c+\sum_{1 \leq i \leq j \leq m} c_{i j} x_{i} x_{j}=0$, where $c, c_{i j} \in \mathbb{F}[2]$. Suppose there are $\overline{\mathbb{F}}[q]$-valued assignments $a^{(1)}, \ldots, a^{(t)} \in \mathbb{F}[q]^{m}$ that satisfy the equation in super-position, i.e.

$$
c+\sum_{1 \leq i \leq j \leq m} c_{i j}\left(\sum_{\ell=1}^{t} a_{i}^{(\ell)} a_{j}^{(\ell)}\right)=0
$$

The computations above are over $\mathbb{F}[q]$. Fixing an arbitrary representation of $\mathbb{F}[q]$ as a $r$-dimensional vector space over $\mathbb{F}[2]$, the above equation must hold in the last bit of the vector representation, i.e. in the notation of Lemma III.6,

$$
c+\sum_{1 \leq i \leq j \leq m} c_{i j}\left(\sum_{\ell=1}^{t}\left(a_{i}^{(\ell)} a_{j}^{(\ell)}\right)_{\text {last }}\right)=0
$$

However by Lemma III.6, there are vectors $\lambda_{1}, \ldots, \lambda_{s} \in$ $\mathbb{F}[2]^{r}$, that capture the computation of the last bit of a product of two elements in $\mathbb{F}[q]$. Hence, the above equation can be written as

$$
c+\sum_{1 \leq i \leq j \leq m} c_{i j}\left(\sum_{\ell=1}^{t} \sum_{p=1}^{s}\left\langle a_{i}^{(\ell)}, \lambda_{p}\right\rangle \cdot\left\langle a_{j}^{(\ell)}, \lambda_{p}\right\rangle\right)=0 .
$$

Since all values now are in $\mathbb{F}[2]$, we can separate the diagonal terms and re-write them as linear terms (note $c_{i}=c_{i i}$ ), i.e.

$$
\begin{aligned}
c & +\sum_{1 \leq i \leq m} c_{i}\left(\sum_{\ell=1}^{t} \sum_{p=1}^{s}\left\langle a_{i}^{(\ell)}, \lambda_{p}\right\rangle\right) \\
& +\sum_{1 \leq i<j \leq m} c_{i j}\left(\sum_{\ell=1}^{t} \sum_{p=1}^{s}\left\langle a_{i}^{(\ell)}, \lambda_{p}\right\rangle \cdot\left\langle a_{j}^{(\ell)}, \lambda_{p}\right\rangle\right)=0 .
\end{aligned}
$$

This is same as saying that the $t \cdot s$ many $\mathbb{F}[2]$-valued assignments given by $\left\langle a^{(\ell)}, \lambda_{p}\right\rangle$ for $\ell \in[t], p \in[s]$ satisfy the corresponding equation in the instance $\mathcal{A}$ in superposition. Noting that the choice of the equation is arbitrary, the theorem follows by the guarantee on the NO case in Theorem III. 2 .

Lemma III.6. Let $\mathbb{F}[q]$ be an extension field of $\mathbb{F}[2]$ with $q=2^{r}$. Any $x \in \mathbb{F}[q]$ can be thought of as a (row) vector in $\mathbb{F}[2]^{r}$ in some fixed representation of $\mathbb{F}[q]$ as a $r$-dimensional vector space over $\mathbb{F}[2]$. For $x \in \mathbb{F}[q]$, let $(x)_{\text {last }}$ denote the last bit of the corresponding vector. Then there exist vectors $\lambda_{1}, \ldots, \lambda_{s} \in \mathbb{F}[2]^{r}, s \leq 2 r$ such that

$$
\forall x, y \in \mathbb{F}[q] \quad(x y)_{\text {last }}=\sum_{i=1}^{s}\left\langle x, \lambda_{i}\right\rangle \cdot\left\langle y, \lambda_{i}\right\rangle
$$

where $\langle\cdot, \cdot\rangle$ denotes the inner product over $\mathbb{F}[2]^{r}$ and while computing the expression $\left\langle x, \lambda_{i}\right\rangle, x$ is being thought of as a vector in $\mathbb{F}[2]^{r}$.

Proof: The map $(x, y) \mapsto(x y)_{\text {last }}$ can be thought of as a symmetric bilinear map $\mathbb{F}[2]^{r} \times \mathbb{F}[2]^{r} \mapsto \mathbb{F}[2]$. Hence there is a $r \times r$ symmetric matrix $\Lambda$ over $\mathbb{F}[2]$ such that

$$
\forall x, y \in \mathbb{F}[q] \quad(x y)_{\text {last }}=x \cdot \Lambda \cdot y^{T}
$$

The matrix $\Lambda$ can be written as $\sum_{i=1}^{s} \lambda_{i} \otimes \lambda_{i}$ for some $s \leq 2 r$ and $\lambda_{i} \in \mathbb{F}[2]^{r}$ by Lemma II.1. The same $s$ and $\lambda_{i}$ satisfy the conclusion of the lemma.

The conclusion in the NO case (i.e. soundness) of Theorem III. 5 can be boosted via a standard trick, so that a constant fraction of equations must fail instead of at least one equation failing. Suppose the instance $\mathcal{C}$ in Theorem III. 5 has $L$ equations written as $E_{1}=0, \ldots, E_{L}=0$. One can take a $M \times L$ matrix $\Gamma$ over $\mathbb{F}[2], M=O(L)$, that is a generator matrix of a linear code of constant relative distance, say 0.10 , and construct a new system $\mathcal{C}^{\prime}$ of equations

$$
\sum_{j=1}^{L} \Gamma_{i j} E_{j}=0 \quad i=1, \ldots, M
$$

Clearly, a satisfying assignment to $\mathcal{C}$ is also a satisfying assignment to $\mathcal{C}^{\prime}$. On other other hand, if no $t$ assignments satisfy all equations in $\mathcal{C}$ in super-position, then no $t$ assignments satisfy even 0.90 fraction of the equations in $\mathcal{C}^{\prime}$ in super-position. With this observation, we re-state Theorem III. 5 as:

Theorem III.7. Let $\mathbb{F}[q]$ be an extension field of $\mathbb{F}[2]$ with $q=2^{r}$. There is a reduction from 3SAT to an instance $\mathcal{C}$ of quadratic equations over $\mathbb{F}[q]$ such that,

- The equations have $\mathbb{F}[2]$ coefficients and no linear terms.
- YES Case. If the 3SAT instance is satisfiable then there is an assignment to $\mathcal{C}$ that satisfies all the equations. In fact there is such an assignment that is $\mathbb{F}[2]$ valued.
- NO Case. If the 3SAT instance is unsatisfiable then there are no t assignments to $\mathcal{C}$ that are $\mathbb{F}[q]$ valued and satisfy 0.90 fraction of the equations in super-position for any $1 \leq t \leq k$. Here $k$ is a parameter and the reduction runs in time $N^{O(r \log k)}$ where $N$ is the size of the 3SAT instance.

Note however that the equations in the instance above have unbounded arity, i.e. a typical equation may depend on almost all the variables.
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[^1]:    ${ }^{1} \mathrm{~A}$ problem is said to be quasi-NP-hard if it admits a DTIME $\left(N^{\text {poly }(\log N)}\right)$ reduction from 3SAT.

[^2]:    ${ }^{2}$ This almost polynomial factor is a well-known barrier and should be considered as the best possible bound via the current technology.
    ${ }^{3}$ By a standard outer verifier we mean the 2-Prover-1-Round Game, a.k.a. Label Cover, instance obtained by parallel repetition of a clause versus variable game constructed from a Gap3SAT instance [31], [32], [33].

[^3]:    ${ }^{4}$ To express a symmetric rank $k$ matrix as a sum of symmetric rank one matrices needs up to $\frac{3 k}{2}$ summands, see Lemma II.1. We ignore this small issue here.

[^4]:    ${ }^{5}$ One may view Dinur and Guruswami reduction as a sequence of four steps: NP-hardness of 3SAT (= Cook-Levin Theorem), NP-hardness of Gap3SAT ( $=$ the PCP Theorem), the Outer PCP and the inner PCP. With this viewpoint, the techniques referred to, are used by Dinur and Guruswami at the inner PCP level whereas we use them to prove the analogue of the Cook-Levin Theorem. We then naturally proceed to prove the analogue of the PCP Theorem.

[^5]:    ${ }^{6} \mathrm{~A}$ line is a set $\ell(t)=\bar{\alpha}+t \bar{\beta}$ parameterized by $t \in \mathbb{F}[q]$ for some $\bar{\alpha}, \bar{\beta} \in \mathbb{F}[q]^{m}$.

