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#### Abstract

We give two nondeterministic reductions which yield new direct product theorems (DPTs) for Boolean circuits. In these theorems one assumes that a target function $f$ is mildly hard against nondeterministic circuits, and concludes that the direct product $f^{\otimes t}$ is extremely hard against (only polynomially smaller) probabilistic circuits. The main advantage of these results compared with previous DPTs is the strength of the size bound in our conclusion.

As an application, we show that if NP is not in coNP/poly then, for every PPT algorithm attempting to produce satisfying assigments to Boolean formulas, there are infinitely many instances where the algorithm's success probability is nearlyexponentially small. This furthers a project of Paturi and Pudlák [STOC'10].
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## I. InTRODUCTION

This work contributes to two central areas of study in complexity theory: hardness amplification on the one hand, and the complexity of NP search problems on the other.

## A. Hardness amplification and direct product theorems

In the general hardness amplification project, we assume that we have identified a function $f$ that is "mildly hard" to compute, for some class $\mathcal{C}$ of resource-bounded algorithms. Our goal is to derive a second function $f^{\prime}$ that is "extremely hard" to compute, for some possibly-different class $\mathcal{C}^{\prime}$. In our initial discussion we will focus on the case where $f:\{0,1\}^{n} \rightarrow\{0,1\}^{d}, f^{\prime}:\{0,1\}^{n^{\prime}} \rightarrow\{0,1\}^{d^{\prime}}$ are finite functions, and $\mathcal{C}, \mathcal{C}^{\prime}$ are two sets of probabilistic Boolean circuits, but we note that the project can be studied in other models as well.

The notion of difficulty suggested above can be formalized in two ways (both relevant to our work). Let $p \in[0,1]$. In the average-case setting, let us say that $f$ is $p$-hard for $\mathcal{C}$ with respect to an input distribution $\mathcal{D}$ if every algorithm in $\mathcal{C}$ computes $f(\mathbf{x})$ correctly with probability at most $p$ on an input $\mathbf{x} \sim \mathcal{D}$. In the worst-case setting, we say that $f$ is worst-case p-hard for a class $\mathcal{C}$ of randomized algorithms if, for every algorithm $C \in \mathcal{C}$, there is an input $x$ such that $\operatorname{Pr}_{C}[C(x)=f(x)] \leq p$. In either setting, from a "mild" hardness guarantee $p=1-\varepsilon$ for $\mathcal{C}$ in computing $f$, we want
to obtain a much stronger bound $p^{\prime} \ll 1$ for the second class $\mathcal{C}^{\prime}$ in computing $f^{\prime}$.

There are several motivations to pursue hardness amplification. First, the security of most modern cryptographic primitives, such as one-way functions and public-key cryptosystems, inherently requires the existence of computational problems, solvable in NP, which possess a strong averagecase hardness guarantee. While the mere existence of hard-on-average problems in NP is not known to be sufficient for doing cryptography, a better understanding of the sources of average-case hardness seems necessary for making progress in the foundations of cryptography. Moreover, hardnessamplification techniques in complexity theory have also helped to inspire tools for the security-amplification of cryptographic primitives. (See, e.g., [1] for background on the complexity-theoretic underpinnings of modern cryptography and on ideas of security amplification.)

Second, average-case hardness is also inherent in the fundamental concept of pseudorandomness: a pseudorandom source is information-theoretically distinguishable from random bits, yet the distinguishing task must be computationally hard-on-average. Techniques of hardness amplification have played a key role in important constructions of pseudorandom generators [2], [3].

Third, hardness amplification, and in particular the direct product approach to amplifying hardness, is interesting in its own right, and helps us to critically examine some of our most basic intuitions about computation, as we will describe.

Given a function $f$ as above and $t \in \mathbb{N}^{+}$, let $f^{\otimes t}$ : $\{0,1\}^{n \times t} \rightarrow\{0,1\}^{d \times t}$, the $t$-fold direct product of $f$, be the function which takes $t$ length- $n$ inputs $\left(x^{1}, \ldots, x^{t}\right)$ and outputs $\left(f\left(x^{1}\right), \ldots, f\left(x^{t}\right)\right)$. A direct product theorem (DPT) is any result upper-bounding the success bound $p^{\prime}$ for computing $f^{\otimes t}$ in terms of an assumed success bound $p$ for $f$ (and, possibly, other parameters).

When $f$ is Boolean, the direct product construction can be considered along with the related " $t$-fold XOR" $f^{\oplus t}\left(x^{1}, \ldots, x^{t}\right):=\bigoplus f\left(x^{j}\right)$ (i.e., the sum mod 2). An "XOR lemma" is any result upper-bounding the success bound $p^{\prime}$ for computing $f^{\oplus t}$ in terms of an assumed success bound $p$ for $f$. The original XOR lemma was stated by

Yao in unpublished work, with the first published proof due to Levin [4]; see [5] for more information on the lemma's history and several proofs. Unlike the direct product, the $t$-fold XOR $f^{\oplus t}$ is itself a Boolean function, which can be advantageous in applications of hardness amplification, but which can also be a disadvantage since this limits its average-case hardness (an algorithm may compute $f^{\oplus t}$ with success probability $1 / 2$ by guessing a random bit). Several works show how in some settings XOR lemmas may be obtained from DPTs [6], [5] or vice versa [7], [8]. We will not prove or use XOR lemmas in this work; we merely point out that their study is often intimately linked with the study of direct product theorems.
The motivation for the direct product construction is as follows. Let $\mathcal{C}_{\leq s}$ be the class of probabilistic Boolean circuits of size at most $s$. It would appear that, if any circuit $C \in \mathcal{C}_{\leq s}$ has success probability at most $p<1$ in computing $f$, then any circuit $C^{\prime} \in \mathcal{C}_{\leq s}$ should have success probability not much more than $p^{t}$ in computing $f^{\otimes t}$. The intuition here is that combining the $t$ "unrelated" computations should not help much, and simply trying to solve each instance separately would be a nearly-optimal strategy.

This hypothesis can be considered in both the worst-case and the average-case setting; in the latter, if $f$ is $p$-hard with respect to inputs drawn from $\mathcal{D}$, then it is natural to study the difficulty of computing $f^{\otimes t}$ with $t$ inputs drawn independently from $\mathcal{D}$. ${ }^{1}$
One might even be tempted to make the bolder conjecture that $f^{\otimes t}$ is $p^{t}$-hard against circuits in $\mathcal{C}_{\leq t \cdot s}$, but this was shown by Shaltiel to fail badly in the average-case setting [10]. So what kind of DPT is known to hold in the circuit model? A version of the following theorem, with slightly weaker parameters, was proved in [5, first version in '95] ; a tighter argument leading to the bounds given below is described in [11]. In the form of the DPT stated below, the focus is on getting a success probability bound of at most some $\varepsilon$ for $f^{\otimes t}$, where $t$ is chosen accordingly.

Theorem I. 1 (see [5], Lemma 7, and [11], Theorems 2.9, 2.10). Suppose the Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is $p$-hard for circuits of size $s$ with respect to input distribution $\mathcal{D}$, for some $p \in[.5,1)$. For $\varepsilon \in(0, .25)$ and an appropriate $t=\Theta\left(\frac{\ln (1 / \varepsilon)}{1-p}\right)$, the function $f^{\otimes t}$ is $\varepsilon$-hard with respect to $\mathcal{D}^{\otimes t}$ for circuits with size bounded by $s^{\prime}$, where $s^{\prime}=$ $\Theta\left(\frac{\varepsilon \cdot s}{\ln (1 / \varepsilon)}\right)$.

This is a powerful and elegant result, but one whose parameters can be disappointing in many situations. The size bound $s^{\prime}$ degrades quickly as $\varepsilon \rightarrow 0$; if $s \leq \operatorname{poly}(n)$, i.e., if our initial hardness assumption is against circuits of some

[^0]fixed-polynomial size (and $p=2 / 3$, say), then Theorem I. 1 cannot give a success bound of $n^{-\omega(1)}$ against any nontrivial class of circuits. In unpublished work, Steven Rudich has observed that this barrier is inescapable for a certain class of "black-box," relativizing, deterministic (or probabilistic) reductions (see [5] for more discussion). The limitations of more general black-box hardness-amplification reductions have been extensively studied, particularly for the case of XOR lemmas and other reductions that produce a Boolean function (for an overview, see [12]).

## B. Our new direct product theorems

In this work we show that, if we are willing to assume that our starting function $f$ is somewhat hard to compute by nondeterministic circuits, then we obtain very strong hardness results for $f^{\otimes t}$ against the class of probabilistic circuits. The direct product theorems we prove have quantitative parameters that are far superior to those in Theorem I.1.

Our first direct product theorem holds for the worst-case setting. We show:

Theorem I.2. Let $f=\left\{f_{n}\right\}$ be a family of Boolean functions on $n$ input bits, and suppose that $f \notin \mathrm{NP} /$ poly $\cap$ coNP/poly.

Now let $1<t(n) \leq \operatorname{poly}(n)$ be a parameter, and let $\left\{C_{n}\right\}_{n>0}$ be any family of polynomial-size, probabilistic circuits outputting $t(n)$ bits. Then for infinitely many choices of $n$ and $x \in\{0,1\}^{n \times t(n)}, \operatorname{Pr}\left[C_{n}(x)=f_{n}^{\otimes t(n)}(x)\right]<$ $\exp (-\Omega(t(n)))$.

Like all known DPTs in the circuit setting, this result is proved in its contrapositive form, using a nondeterministic direct product reduction-a method for transforming a probabilistic circuit that weakly approximates $f_{n}^{\otimes t(n)}$ into a nondeterministic circuit that computes $f_{n}$ with much greater confidence. In the reduction used to prove Theorem I.2, we get a nondeterministic circuit that computes $f_{n}$ exactly. This transformation incurs only a polynomial blowup in circuit size. The reduction is black-box but, due to its use of nondeterminism, is not subject to the limitations identified by Rudich.

We also prove a DPT for the average-case setting, for input distributions that are efficiently sampleable.

Theorem I.3. Let $\left\{f_{n}\right\}$ be a family of Boolean functions on $n$ input bits. Let $\mathcal{D}=\left\{\mathcal{D}_{n}\right\}$ be a family of input distributions, sampleable by a polynomial-size family of circuits. Suppose that, for all families $\left\{G_{n}\right\}$ of polynomial-size nondeterministic circuits, for suff. large $n, \operatorname{Pr}_{\mathbf{x} \sim \mathcal{D}_{n}}\left[G_{n}(\mathbf{x})=\right.$
$\left.f_{n}(\mathbf{x})\right]<2 / 3 .{ }^{2}$ Now let $1<t(n) \leq \operatorname{poly}(n)$ be a parameter, and let $\left\{C_{n}\right\}_{n>0}$ be any family of polynomialsize, probabilistic circuits outputting $t(n)$ bits. Then for suff. large $n$ and $\mathbf{x} \sim \mathcal{D}_{n}^{\otimes t(n)}$, we have $\operatorname{Pr}\left[C_{n}(\mathbf{x})=\right.$ $\left.f_{n}^{\otimes t(n)}(\mathbf{x})\right]<\exp (-\Omega(\sqrt{t(n)})) .{ }^{3}$

Our nondeterministic direct product reductions are not the first use of nondeterministic reductions in the study of average-case complexity. In particular, previous authors have exploited nondeterminism to give worst-case to average-case reductions for computational problems. In [13, first version in '92], Feige and Lund gave a nondeterministic worst-case to average-case reduction for computing the Permanent over large fields, showing that this problem is exponentially hard. Earlier Amir, Beigel, and Gasarch [14] had shown related results for \#SAT. We also mention an extractor construction of Trevisan and Vadhan which used a nondeterministic worst-case to average-case reduction for computing lowdegree polynomials over finite fields [16, Lem. 4.1]. None of these works give a direct product reduction in our sense. However, [14] considers $t$-fold direct products $f^{\otimes t}$ and gives complexity upper bounds for functions $f$ such that $f^{\otimes t}$ can be computed using few queries to an oracle; some of these reductions use nondeterminism. ${ }^{4}$

## C. Application to the success probability of PPT SAT solvers

In a recent work, Paturi and Pudlák [17] asked about the achievable worst-case success probability of PPT heuristics for producing satisfying assignments to Boolean circuits. They argue for the importance of this question by observing that many of the known exact algorithms for NP search problems, which achieve exponential runtimes with an improved exponent over naive search, can be converted to polynomialtime search heuristics with a success probability attaining nontrivial advantage over random guessing. Thus, exploring the limitations of PPT search heuristics also illuminates the limitations of a very natural paradigm for exponential-time computation.

Paturi and Pudlák show the following powerful result (a special case of a more general theorem): Suppose there is a $\gamma<1$ and a PPT algorithm $P_{\text {solver }}$ that, when given as input a description of any satisfiable Circuit-SAT instance $\Psi$ with $r$ variables, outputs a satisfying assignment to $\Psi$

[^1]with probability at least $q(r):=2^{-\gamma r}$. Then, there is a deterministic circuit family $\left\{C_{r}\right\}_{r}$ that succeeds at the same task on $r$-variable instances of size $n \leq \operatorname{poly}(r)$ with probability 1 , and $C_{r}$ is of size at most $2^{\mu^{\mu}}$ for some $\mu<1$.

In this work, we exploit a simple connection between direct product computations for the satisfiability decision problem for Boolean formulas, and the task of producing satisfying assignments to such formulas:
$(\star)$ If $\psi^{1}, \ldots, \psi^{t}$ are formulas, and $s \in[0, t]$ is a correct guess for the number of satisfiable $\psi^{j} \mathrm{~s}$, then the $0 / 1$ values $\left[\psi^{1} \in S A T\right], \ldots,\left[\psi^{t} \in S A T\right]$ can all be inferred given any satisfying assignment to the formula $\Psi^{(s)}$ which asks for satisfying assignments to at least $s$ of the $\psi^{j}$ s.
(This observation has been used earlier in [18] to prove the result $P_{\|}^{N P}=P^{N P[\log ]}$.) Using this connection together with our worst-case DPT, we prove the following result, bounding the achievable success probability of polynomial-time heuristics for SAT solvers under the standard complexitytheoretic assumption that NP is not contained in coNP/poly.

Theorem I.4. Let $\gamma \in(0,1)$. Suppose there is a PPT algorithm $P_{\text {solver }}$ that, when given as input a description of a satisfiable 3-CNF formula $\Phi$, of description length $|\langle\Phi\rangle|=N$, outputs a satisfying assignment to $\Phi$ with probability at least $q(N):=2^{-N^{\gamma}}$.

Then, NP $\subseteq$ coNP/poly (and the Polynomial Hierarchy collapses to $\Sigma_{3}^{p}$ ).

This theorem is incomparable to the result of Paturi and Pudlák. Their result implies a stronger upper bound for the success probability of Circuit-SAT solvers, at the cost of assuming that NP has nearly-exponential circuit complexity. (Also, their work does not give strong limitations on solvers for the special case of 3-CNF inputs.)

We are not aware of past work on hardness amplification using $(\star)$; but many works have used connections between direct product theorems and the difficulty of NP search problems. Hardness amplification has also been previously applied to NP decision problems to obtain hard-on-average NP search problems, e.g., in our previous work [22, Thm. 5]. Also, a great deal of work aims at amplifying average-case hardness within the class of NP decision problems (see [24]).

## D. Our techniques

While there are major technical differences between the reductions used to prove Theorems I. 2 and I.3, both begin with the same high-level intuition, which we'll describe here. Let $f$ be a Boolean function on $n$ input bits, and $\mathcal{D}$ a distribution over inputs to $f$. Suppose $C$ is a probabilistic circuit that computes $f^{\otimes t}$ with some success probability $q>2^{-c t}$ on inputs $\overline{\mathbf{x}}=\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}\right) \sim \mathcal{D}^{\otimes t}$, for some small constant $0<c \ll 1$. We would like to obtain from $C$ a nondeterministic circuit computing $f$ with high success probability with respect to $\mathcal{D}$. (To prove Theorem I.2, it will
suffice to show how to do this for every $\mathcal{D}$. We can then use the minimax theorem and majority-voting in a standard way, to build a nondeterministic circuit that is correct on every input.)

Say that an execution of $C$ is $j$-valid, for $0 \leq j \leq t$, if it correctly computes $f$ on its first $j$ inputs. We obviously have

$$
\operatorname{Pr}\left[C(\overline{\mathbf{x}})=f^{\otimes t}(\overline{\mathbf{x}})\right]=\prod_{j \in[t]} \operatorname{Pr}[j \text {-valid } \mid(j-1) \text {-valid }]>2^{-c t}
$$

Thus, for a typical choice of index $j, \operatorname{Pr}[j$-valid $\mid(j-$ 1 )-valid] $\approx 2^{-c} \approx 1$. This motivates us to choose such an index $j=j^{*}$, and to fix some settings $y^{1}, \ldots, y^{j^{*}-1}$ to the first $\left(j^{*}-1\right)$ inputs. Then, by storing the values $f\left(y^{1}\right), \ldots, f\left(y^{j^{*}-1}\right)$, we can easily recognize a $\left(j^{*}-1\right)$ valid execution (as specified by a setting to the remaining inputs and to the random bits used by $C$ ). Now, given a single input $\mathbf{x} \sim \mathcal{D}$ on which we wish to compute $f$, we will try to obtain a $\left(j^{*}-1\right)$-valid execution of $C$ on an input-tuple whose first $j^{*}$ elements are $y^{1}, \ldots, y^{j^{*}-1}, \mathbf{x}$. The idea is that, by our choice of $j^{*}$, a "typical" such execution (in which the remaining inputs are drawn from $\mathcal{D}^{\otimes\left(t-j^{*}\right)}$ ) should also be $j^{*}$-valid, and give us the value $f(\mathbf{x})$. This basic strategy can be seen in [5] and other previous direct product reductions. In our reduction, however, nondeterminism will allow us to obtain a $\left(j^{*}-1\right)$-valid execution of $C$ very efficiently, even when such executions are extremely rare; we simply need to "guess and check."

This approach requires care, however, because an execution obtained by nondeterministic guessing need not be a representative sample of the population from which it was drawn. Thus, even if we successfully fix values of $y^{1}, \ldots, y^{j^{*}-1}$ and receive an input $\mathbf{x} \sim \mathcal{D}$ such that most $\left(j^{*}-1\right)$-valid executions are also $j^{*}$-valid, we need a way to "kill off" the "atypical" $\left(j^{*}-1\right)$-valid executions which fail to be $j^{*}$-valid.

For this task, a natural idea is to try to apply random hashing, a well-established tool for reducing the size of a set and culling atypical elements. The use of randomly selected hash functions for such purposes, in conjunction with nondeterministic guessing, was pioneered by Goldwasser and Sipser [25] (with related techniques found in [26]).5 This technique has an important requirement, however: to kill all the "atypical" ( $j^{*}-1$ )-valid executions while simultaneously leaving at least one $j^{*}$-valid execution alive, we need to know a good approximation to the probability of a $\left(j^{*}-1\right)$ valid execution, conditioned on $y^{1}, \ldots, y^{j^{*}-1}, \mathbf{x}$. We want

[^2]this probability to be predictable with high accuracy based on $y^{1}, \ldots, y^{j^{*}-1}$ alone, without any foreknowledge of the input $\mathbf{x}$, so that a good approximation can be encoded into as helpful advice. To summarize, we hope to find and fix inputs $y^{1}, \ldots, y^{j^{*}-1}$, such that with high probability over $\mathbf{x} \sim \mathcal{D}$, we have the "stability" conditions:
(i) $\operatorname{Pr}\left[j^{*}-\operatorname{valid} \mid y^{1}, \ldots, y^{j^{*}-1}, \mathbf{x}\right] \approx$ $\operatorname{Pr}\left[\left(j^{*}-1\right)\right.$-valid $\left.\mid y^{1}, \ldots, y^{j^{*}-1}, \mathbf{x}\right]$;
(ii) $\operatorname{Pr}\left[\left(j^{*}-1\right)-\right.$ valid $\left.\mid y^{1}, \ldots, y^{j^{*}-1}, \mathbf{x}\right] \approx$ $\operatorname{Pr}\left[\left(j^{*}-1\right)\right.$-valid $\left.\mid y^{1}, \ldots, y^{j^{*}-1}\right]$.
(We will tolerate a ( $1 \pm .02$ ) multiplicative error above.)
So how do we choose the values $y^{1}, \ldots, y^{j^{*}-1}$ ? The obvious idea is to choose them as independent samples from $\mathcal{D}$, after selecting $j^{*}$ uniformly at random. However, this approach may fail to guarantee condition (i) above, if the successful direct-product computations of $C$ are "concentrated" in a pathological way. For example, it may be that $C\left(x^{1}, \ldots, x^{t}\right)$ always outputs $f^{\otimes t}\left(x^{1}, \ldots, x^{t}\right)$ iff the first input $x^{1}$ lies in some "good" set $G \subset\{0,1\}^{n}$ of probability mass $\approx 2^{-c t}$, while if $x^{1} \notin G$, then $C$ simply outputs random (or false) guesses. In this case, conditions (i) and (ii) can fail for a typical setting $x^{1}:=y^{1}$.

We address these difficulties in two distinct ways in our two direct product reductions. In our worst-case reduction (Theorem I.2), we assume from the start that our $C$ has a probability $\geq q$ of computing $f^{\otimes t}$ under every input. This assumption turns out to be very useful in analyzing the effect of conditioning on on $y^{1}, \ldots, y^{j^{*}-1} \sim \mathcal{D}$ and showing that, for randomly chosen $j^{*}$, we obtain conditions (i) and (ii) above.

In our average-case reduction, we use two additional ideas. First, we re-index the $t$ inputs according to a randomly chosen permutation, which helps to "smooth out" the effects of conditioning. Second, we choose $y^{1}, \ldots, y^{j^{*}-1}$, not independently from $\mathcal{D}$ as before, but according to the distribution induced by conditioning on $\left(j^{*}-1\right)$-validity. These choices help ensure conditions (i) and (ii), at the cost of a more complicated (information-theoretic) analysis.

After fixing $y^{1}, \ldots, y^{j^{*}-1}$, in our direct product reduction for sampleable distributions, we can perform hashing over all possible outcomes to $x^{j^{*}+1}, \ldots, x^{t}$, weighted by their likelihood under $\mathcal{D}$. In our worst-case direct product reduction, $\mathcal{D}$ may not be efficiently sampleable, which poses an additional challenge. In this setting we show that in fact, it is adequate to draw $x^{j^{*}+1}, \ldots, x^{t}$ independently at random from multisets $S_{j^{*}+1}, \ldots, S_{t}$, each obtained by sampling $\operatorname{poly}(n)$ times from $\mathcal{D}$. These "sparsified" versions of $\mathcal{D}$ can be coded into our circuit. The idea of this sparsification and its analysis are somewhat similar to (and inspired by) a step from our previous paper [28, Lem. 6.3].

Due to space limitations, in this extended abstract we omit full proofs, and focus only on describing how the stability conditions (i)-(ii) are obtained in the proof of Theorem I.2.

## II. STAGE-BASED ANALYSIS OF DIRECT-PRODUCT COMPUTATIONS

Throughout the rest of the paper, fix a function $f$ : $\{0,1\}^{n} \rightarrow\{0,1\}^{d}$ (no longer assumed Boolean, as in the Introduction-our techniques apply to the non-Boolean case as well) and a value $t>1$. We say that a probabilistic circuit $C$ on $n \times t$ input bits is a $q$-worst-case direct product solver for $f^{\otimes t}$ if, for all input tuples $\bar{x}, \operatorname{Pr}\left[C(\bar{x})=f^{\otimes t}(\bar{x})\right] \geq q$. In this section we analyze the behavior of worst-case directproduct solvers on inputs $\left(x^{1}, \ldots, x^{t}\right)$ drawn from a known probability distribution $\overline{\mathcal{D}}$ over $\{0,1\}^{n \times t}$. The case where $\overline{\mathcal{D}}$ is a $t$-fold product distribution will be of primary interest to us, although some of our lemmas will apply to non-product input distributions. Some notation: we use $a \in_{r} A$ to denote that $a$ is uniformly sampled from multiset $A$.

Next we make some definitions that will be of central importance.
Definition II. 1 ( $j$-valid outputs). Let $\left(x^{1}, \ldots, x^{t}\right) \in$ $\{0,1\}^{n \times t}$, and let $z=\left(z_{1}, \ldots, z_{t}\right) \in\{0,1\}^{d \times t}$. For $j \in[t]$, say that $z$ is $j$-valid for $\left(x^{1}, \ldots, x^{t}\right)$, with respect to $f^{\otimes t}$, if $z_{\ell}=f\left(x^{\ell}\right), \quad$ for all $\ell \leq j$. When the reference strings $x^{1}, \ldots, x^{t}$ are clear from the context, we will simply say that $z$ is $j$-valid. Note that if $z$ is $j$-valid for $\left(x^{1}, \ldots, x^{t}\right)$ then it is also $j^{\prime}$-valid for $j^{\prime}<j$. By convention, every $z \in\{0,1\}^{d \times t}$ is said to be 0 -valid.

If $C$ is a probabilistic circuit taking a tuple of strings $\left(x^{1}, \ldots, x^{t}\right)$ as input (with each $x^{j}$ of equal, predetermined length) and outputting a $t$-bit string, we say that a particular execution of $C$ on input $\left(x^{1}, \ldots, x^{t}\right)$ is $j$-valid if it outputs some bitstring that is $j$-valid with respect to the inputs. We denote this event simply as $\left[C\left(x^{1}, \ldots, x^{t}\right)\right.$ is $j$-valid $]$.
Definition II. 2 ( $\alpha, \beta$ sequences). Let $\frac{C}{D}:\{0,1\}^{n \times t} \rightarrow$ $\{0,1\}^{d \times t}$ be a probabilistic circuit. Let $\overline{\mathcal{D}}$ be a distribution over $\{0,1\}^{n \times t}$, and let $\left(\mathbf{x}^{1}, \ldots, \mathrm{x}^{t}\right) \sim \overline{\mathcal{D}}$.

Define two sequences of random variables $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{t} \quad, \quad \beta_{0}, \beta_{1}, \ldots, \beta_{t-1}, \quad$ as follows. For $j \in[0, t]$, we let

$$
\alpha_{j}:=\operatorname{Pr}\left[C\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}\right) \text { is } j \text {-valid } \mid \mathbf{x}^{1}, \ldots, \mathbf{x}^{j}\right]
$$

with validity defined with respect to $f$ and where the probability is taken over the randomness in $\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}$ and in $C$ 's randomness. Similarly, for $j \in[0, t-1]$, define

$$
\beta_{j}:=\operatorname{Pr}\left[C\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}\right) \text { is } j \text {-valid } \mid \mathbf{x}^{1}, \ldots, \mathbf{x}^{j+1}\right]
$$

We have $\alpha_{0}=\beta_{0}=1$, all $\alpha_{j}, \beta_{j} \in[0,1]$, and $\alpha_{j+1} \leq \beta_{j}$. The following claim is proved in the full version.

Claim II.3. 1) The function $\ln (1+x)$, defined on $(-1, \infty)$, satisfies

$$
\ln (1+x) \leq \begin{cases}x-\frac{x^{2}}{6} & \text { if } x \in(-1,1) \\ (\ln 2) x & \text { if } x \geq 1\end{cases}
$$

Consequently, $\ln (1+x) \leq x-\min \left\{x^{2} / 6, .3\right\}$.

Lemma II.4. Let $Y_{1}, Y_{2}, \ldots, Y_{T}$ be (possibly dependent) nonnegative random variables satisfying $\mathbb{E}\left[Y_{i}\right] \leq 1$ for $i \in$ $[T]$. Suppose that there is some $q \in(0,1]$ such that $Y_{\mathrm{prod}} \geq$ $q$ with probability 1. Let $Y_{\text {prod }}:=\prod_{i \in[T]} Y_{i}$. Let $\mathbf{i} \in_{r}[T]$ be chosen independently of $Y_{1}, \ldots, Y_{t}$. Then,

$$
\operatorname{Pr}\left[Y_{\mathbf{i}} \in[.99,1.01]\right] \geq 1-2^{16} \ln (1 / q) / T
$$

Proof: Let $Z_{1}, \ldots, Z_{T}$ be defined by $Z_{i}:=\ln \left(Y_{i}\right)$. Note that $Z_{i}$ is well-defined since $Y_{i}>0$, under our assumption $Y_{\text {prod }} \geq q$. Letting $Z_{\text {sum }}:=\sum_{i \in[T]} Z_{i}$, note that $Z_{\text {sum }}=\ln \left(Y_{\text {prod }}\right)$. Then $Z_{\text {sum }} \geq \ln q$. Thus,

$$
\begin{equation*}
\sum_{i \in[T]} \mathbb{E}\left[Z_{i}\right]=\mathbb{E}\left[Z_{\text {sum }}\right] \geq \ln q \tag{1}
\end{equation*}
$$

On the other hand, by applying Claim II.3, we find

$$
Z_{i} \leq\left(Y_{i}-1\right)-\min \left\{\left(Y_{i}-1\right)^{2} / 6, .3\right\}
$$

Taking expectations and using that $\mathbb{E}\left[Y_{i}\right] \leq 1$,

$$
\mathbb{E}\left[Z_{i}\right] \leq-\mathbb{E}\left[\min \left\{\left(Y_{i}-1\right)^{2} / 6, .3\right\}\right]
$$

Let $p_{i}:=\operatorname{Pr}\left[Y_{i} \notin[.99,1.01]\right]$. Then

$$
\mathbb{E}\left[\min \left\{\left(Y_{i}-1\right)^{2} / 6, .3\right\}\right] \geq p_{i} \cdot(.01)^{2} / 6
$$

so that $\mathbb{E}\left[Z_{i}\right] \leq-p_{i} / 2^{16}$. Combining this with Eq. (1) gives

$$
\sum_{i \in[T]} p_{i} \leq-2^{16} \ln q=2^{16} \ln (1 / q)
$$

which implies that

$$
\operatorname{Pr}_{\mathbf{i} \in r}[T] \text { [ }\left[Y_{\mathbf{i}} \notin[.99,1.01]\right]=(1 / T) \sum_{i \in[T]} p_{i} \leq 2^{16} \ln (1 / q) / T
$$

Lemma II.5. Let $C:\{0,1\}^{n \times t} \rightarrow\{0,1\}^{d \times t}$ be a probabilistic circuit. Suppose that $C$ is a $q$-worst-case directproduct solver for $f^{\otimes t}$, for some $q \in(0,1]$.

1) Let $\overline{\mathcal{D}}$ be a distribution over $\{0,1\}^{n \times t}$. Let $\overline{\mathbf{x}}=$ $\left(\mathbf{x}^{1}, \ldots, \mathrm{x}^{t}\right) \sim \overline{\mathcal{D}}$. Let $\alpha_{0}, \ldots, \alpha_{t}, \beta_{0}, \ldots, \beta_{t-1}$ be as in Definition II.2, defined with respect to $C$ and $\overline{\mathcal{D}}$. Let $\mathbf{j} \in_{r}[t]$ be sampled independently of $\overline{\mathbf{x}}$. Then with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}$, we have

$$
\begin{equation*}
\alpha_{\mathbf{j}-1}, \beta_{\mathbf{j}-1}>0, \frac{\beta_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}} \in[.99,1.01], \frac{\alpha_{\mathbf{j}}}{\beta_{\mathbf{j}-1}} \in[.99,1] \tag{2}
\end{equation*}
$$

2) Let $V$ be a finite set and let $\left\{\overline{\mathcal{D}}_{v}\right\}_{v \in V}$ be a set of distributions indexed by $V$, with each distribution over $\{0,1\}^{n \times t}$.

Let $\mathfrak{D}, \mathfrak{D}^{\prime}$ be two distributions over $V \times[t]$, with the following properties:
(a) If $(\mathbf{v}, \mathbf{j}) \sim \mathfrak{D}$, then $\mathbf{v}, \mathbf{j}$ are independent and $\mathbf{j}$ is uniform over $[t]$;
(b) $\left\|\mathfrak{D}-\mathfrak{D}^{\prime}\right\| \leq \gamma$, for some $\gamma \in[0,1)$.

Consider the following experiment $\operatorname{Expt}\left(\mathfrak{D}^{\prime}\right)$ :
(i) Sample $\left(\mathbf{v}^{\prime}, \mathbf{j}^{\prime}\right) \sim \mathfrak{D}^{\prime}$;
(ii) Sample $\overline{\mathbf{x}}=\left(\mathbf{x}^{1}, \ldots, \mathbf{x}^{t}\right) \sim \overline{\mathcal{D}}_{\mathbf{v}^{\prime}}$;
(iii) Let the sequence $\alpha_{0}, \ldots, \alpha_{t}, \beta_{0}, \ldots, \beta_{t-1}$ as in Definition II. 2 be defined with respect to $\overline{\mathcal{D}}_{\mathbf{v}^{\prime}}$ and $\overline{\mathbf{x}}$.
Then with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}-\gamma$ over $\operatorname{Expt}\left(\mathfrak{D}^{\prime}\right)$, we have

$$
\begin{equation*}
\frac{\beta_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}} \in[.99,1.01] \text { and } \frac{\alpha_{\mathbf{j}}}{\beta_{\mathbf{j}-1}} \in[.99,1] . \tag{3}
\end{equation*}
$$

Proof: (1) Let $T:=2 t$, and define random variables $Y_{1}, \ldots, Y_{T}$ as follows: for each $\ell \in[T]$, if $\ell=2 k+1$ then let

$$
Y_{\ell}:=\beta_{k} / \alpha_{k}
$$

and if $\ell=2 k$, let

$$
Y_{\ell}:=\alpha_{k} / \beta_{k-1} .
$$

By our worst-case guarantee on $C$, the random variables $\alpha_{0}, \ldots, \alpha_{t-1}, \beta_{0}, \ldots, \beta_{t-1}$ are all positive, so the $Y_{\ell}$ are well-defined. To illustrate the pattern, we have
$Y_{1}=\left(\frac{\beta_{0}}{\alpha_{0}}\right)=1, Y_{2}=\left(\frac{\alpha_{1}}{\beta_{0}}\right), \ldots, Y_{T}=\left(\frac{\alpha_{t}}{\beta_{t-1}}\right)$.
Now the product $Y_{\text {prod }}:=\prod_{\ell \in[T]} Y_{\ell}$ equals $\alpha_{t} / \alpha_{0}=\alpha_{t}$. By the definition of $\alpha_{t}$ and the guarantee on $C$, it follows that $Y_{\text {prod }} \geq q$.

For the even indices, we have $Y_{2 k} \leq 1$ always. Also, we claim that $\mathbb{E}\left[Y_{2 k+1}\right]=1$; to see this, just observe that for $k \in[t(n)]$ we have the identity $\mathbb{E}\left[\beta_{k} \mid \alpha_{k}\right]=\alpha_{k}$, so that $Y_{2 k+1}$ has expected value 1 conditioned on any possible value of $\alpha_{k}$.

We have verified that the assumptions of Lemma II. 4 are satisfied by $\left(Y_{1}, \ldots, Y_{T}\right)$; we infer that if $\mathbf{i} \in_{r}[T]$,
$\operatorname{Pr}\left[Y_{\mathbf{i}} \notin[.99,1.01]\right] \leq 2^{16} \ln (1 / q) / T=2^{15} \ln (1 / q) / t$.
Recall that $T=2 t$ is even. If we instead choose $\hat{\mathbf{i}} \epsilon_{r}$ $\{1,3,5, \ldots, T-1\}$, and then select $\hat{\mathbf{i}}^{\prime} \in_{r}\{\hat{\mathbf{i}}, \hat{\mathbf{i}}+1\}$, then $\hat{\mathbf{i}}^{\prime}$ is uniform over $[T]$ and we get the same bound for $\operatorname{Pr}\left[Y_{\hat{\mathbf{i}}^{\prime}} \notin[.99,1.01]\right]$. It follows that
$\operatorname{Pr}\left[Y_{\hat{\mathbf{i}}} \notin[.99,1.01] \vee Y_{\hat{\mathbf{i}}+1} \notin[.99,1.01]\right] \leq 2^{16} \ln (1 / q) / t$.
Now, note that $\mathbf{j}:=\hat{\mathbf{i}} / 2$ is distributed as a uniform element in $[t]$, and we have the relations

$$
Y_{\hat{\mathbf{i}}}=\frac{\beta_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}}, \quad Y_{\hat{\mathbf{i}}+1}=\frac{\alpha_{\mathbf{j}}}{\beta_{\mathbf{j}-1}} \leq 1
$$

So Eq. (2) holds with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}$.
(2) First, suppose we run the alternative experiment $\operatorname{Expt}(\mathfrak{D})$, which samples $\left(\mathbf{v}^{\prime}, \mathbf{j}^{\prime}\right)$ according to $\mathfrak{D}$ rather than $\mathfrak{D}^{\prime}$. Now, after conditioning upon any outcome $\left[\mathbf{v}^{\prime}=v\right]$ of the first component, the index $\mathbf{j}$ remains uniform over $[t]$ (by property (a) of $\mathfrak{D}$ ). Thus we may set $\overline{\mathcal{D}}:=\overline{\mathcal{D}}_{v}$ and apply Lemma II.5, part 1 to find that the probability that Eq. (3)
holds is at least $1-\frac{2^{16} \ln (1 / q)}{t}$. Thus in $\operatorname{Expt}(\mathfrak{D})$, Eq. (3) holds with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}$.

Now let $\mathbf{I}, \mathbf{I}^{\prime}$ be the indicator variables for the events that Eq. (3) holds in $\operatorname{Expt}(\mathfrak{D}), \operatorname{Expt}\left(\mathfrak{D}^{\prime}\right)$ respectively. Note that the two experiments are identically defined, except that the first draws a single sample from $\mathfrak{D}$ while the second draws a sample from $\mathfrak{D}^{\prime}$. Thus, $\left\|\mathbf{I}-\mathbf{I}^{\prime}\right\|_{\text {stat }} \leq\left\|\mathfrak{D}-\mathfrak{D}^{\prime}\right\|_{\text {stat }} \leq \gamma$, using property (b). This proves part 2 of the Lemma.
Lemma II.6. Fix $M \in \mathbb{N}^{+}$with $M \geq 2$, and $q \in(0,1]$. Suppose the probabilistic circuit $C$ is a worst-case $q$-directproduct solver for $f^{\otimes t}$. Let $\mathcal{D}$ be a distribution over $\{0,1\}^{n}$, and consider the following experiment $\operatorname{Expt}^{*}(\mathcal{D})$ :

1) Let $\mathbf{u} \in\{0,1\}^{n}$ be sampled according to $\mathcal{D}$, and let $\mathbf{j} \in_{r}[t]$;
2) For each $j \in[t]$ :
(i) let $s_{j} \in_{r}\{M, M+1, M+2, \ldots, 2 M-1\}$;
(ii) Define a multiset $S_{j}$ over $\{0,1\}^{n}$, obtained by drawing $s_{j}$ independent samples from $\mathcal{D}$;
(iii) Let $\hat{S}_{j}:=S_{j} \cup\{\mathbf{u}\}$ if $j=\mathbf{j}$; otherwise let $\hat{S}_{j}:=S_{j}$;
(iv) Let $\mathbf{y}^{j} \in_{r} S_{j}$;
(v) Let $\hat{\mathbf{y}}^{j}:=\mathbf{u}$ if $j=\mathbf{j}$; otherwise let $\hat{\mathbf{y}}^{j}:=\mathbf{y}^{j}$.
3) Define the random variables $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{t}$, $\beta_{0}, \beta_{1}, \ldots, \beta_{t-1}, \hat{\alpha}_{0}, \hat{\alpha}_{1}, \ldots, \hat{\alpha}_{t}, \hat{\beta}_{0}, \hat{\beta}_{1}, \ldots, \hat{\beta}_{t-1}$, by
$\alpha_{j}:=\operatorname{Pr}\left[C\left(\mathbf{y}^{1}, \ldots, \mathbf{y}^{t}\right)\right.$ is $j$-valid $\left.\mid S_{1}, S_{2}, \ldots, S_{t}, \mathbf{y}^{1}, \ldots, \mathbf{y}^{j}\right]$,
$\hat{\alpha}_{j}:=\operatorname{Pr}\left[C\left(\hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{t}\right)\right.$ is $j$-valid $\left.\mid \hat{S}_{1}, \hat{S}_{2}, \ldots, \hat{S}_{t}, \hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{j}\right]$,
$\beta_{j}:=\operatorname{Pr}\left[C\left(\mathbf{y}^{1}, \ldots, \mathbf{y}^{t}\right)\right.$ is $j$-valid $\left.\mid S_{1}, S_{2}, \ldots, S_{t}, \mathbf{y}^{1}, \ldots, \mathbf{y}^{j+1}\right]$,
$\hat{\beta}_{j}:=\operatorname{Pr}\left[C\left(\hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{t}\right)\right.$ is $j$-valid $\left.\mid \hat{S}_{1}, \hat{S}_{2}, \ldots, \hat{S}_{t}, \hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{j+1}\right]$.
Then with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}-\frac{1}{M}$, we have

$$
\begin{equation*}
\frac{\hat{\beta}_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}} \in[.98,1.02] \quad \text { and } \quad \frac{\hat{\alpha}_{\mathbf{j}}}{\hat{\beta}_{\mathbf{j}-1}} \in[.99,1] \tag{4}
\end{equation*}
$$

Proof: We aim to apply part 2 of Lemma II. 5 to the sequences $\hat{\alpha}_{0}, \ldots, \hat{\alpha}_{t}, \hat{\beta}_{0}, \ldots, \hat{\beta}_{t}$. Let $\mathbb{S}, \hat{\mathbb{S}}$ denote the random tuples $\left(S^{1}, \ldots, S^{t}\right)$ and $\left(\hat{S}^{1}, \ldots, \hat{S}^{t}\right)$ respectively. Let $\mathfrak{D}$ denote the distribution governing the tuple $(\mathbb{S}, \mathbf{j})$, and let $\mathfrak{D}^{\prime}$ denote the distribution governing $(\hat{\mathbb{S}}, \mathbf{j})$. Each $t$-tuple $\bar{B}=$ $\left(B_{1}, \ldots, B_{t}\right)$ of multisets over $\{0,1\}^{n}$ naturally defines a distribution $\overline{\mathcal{D}}_{\bar{B}}$ over elements $\left(\mathbf{z}^{1}, \ldots, \mathbf{z}^{t}\right) \in\{0,1\}^{n \times t}$, namely, the product distribution that independently chooses $\mathbf{z}^{j} \in_{r} B_{j}$ for each $j$.

The random variable $\mathbf{j}$ is uniform over $[t]$ and independent of $\mathbb{S}$, so condition (a) of Lemma II.5, part 2 is satisfied by $\mathfrak{D}$. For condition (b), note that $\hat{\mathbb{S}}$ is not fully independent of $\mathbf{j}$. However, we will show that $(\hat{\mathbb{S}}, \mathbf{j})$ is quite close in distribution to $(\mathbb{S}, \mathbf{j})$ :
Claim II.7. $\left\|\left(\hat{S}_{1}, \ldots, \hat{S}_{t}, \mathbf{j}\right)-\left(S_{1}, \ldots, S_{t}, \mathbf{j}\right)\right\|_{\text {stat }} \leq \frac{1}{M}$.

Proof: We use a coupling argument. First, we generate a random multiset $S_{0}$ consisting of $M$ independent samples from $\mathcal{D}$. Now define a random multiset $\tilde{S}$ by letting

$$
\tilde{S}:= \begin{cases}\hat{S}_{\mathbf{j}} & \text { if } s_{\mathbf{j}}<2 M-1 \\ S_{0} & \text { if } s_{\mathbf{j}}=2 M-1\end{cases}
$$

Note that $|\tilde{S}|$ is uniform over $\{M, M+1, \ldots, 2 M-1\}$, and its elements are distributed as independent samples from $\mathcal{D}$. Thus, if we form the random tuple

$$
\left(S_{1}, \ldots, S_{\mathbf{j}-1}, \tilde{S}, S_{\mathbf{j}+1}, \ldots, S_{t}, \mathbf{j}\right)
$$

we see that it is identically distributed to $\left(S_{1}, \ldots, S_{\mathbf{j}}, \ldots, S_{t}, \mathbf{j}\right)$. Also, we have $\tilde{S}=\hat{S}_{\mathbf{j}}$ unless $s_{\mathbf{j}}=2 M-1$, which happens only with probability $\frac{1}{M}$; and we always have $\hat{S}_{j}=S_{j}$ for all $j \neq \mathbf{j}$. This proves our Claim.

Thus condition (b) is satisfied by $\mathfrak{D}, \mathfrak{D}^{\prime}$ with $\gamma:=\frac{1}{M}$.
Observe that, after conditioning on $\mathbb{S}$, the sequence $\left(\mathbf{y}^{1}, \ldots, \mathbf{y}^{t}\right)$ sampled in $\operatorname{Expt}^{*}(\mathcal{D})$ is distributed precisely according to $\overline{\mathcal{D}}_{\mathbb{S}}$. Similarly, after conditioning on $\hat{\mathbb{S}}$, the sequence $\left(\hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{t}\right)$ is distributed according to $\overline{\mathcal{D}}_{\hat{\mathbb{S}}}$. We can therefore combine part 2 of Lemma II. 5 with Claim II. 7 to find that, with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}-\frac{1}{M}$ over $\operatorname{Expt}^{*}(\mathcal{D})$, we have

$$
\frac{\hat{\beta}_{\mathbf{j}-1}}{\hat{\alpha}_{\mathbf{j}-1}} \in[.99,1.01] \text { and } \frac{\hat{\alpha}_{\mathbf{j}}}{\hat{\beta}_{\mathbf{j}-1}} \in[.99,1] .
$$

Next we will need the following simple but important claim:

Claim II.8. With probability 1 we have

$$
\hat{\alpha}_{\mathbf{j}-1}=\frac{1}{s_{\mathbf{j}}+1} \cdot \hat{\beta}_{\mathbf{j}-1}+\left(\frac{s_{\mathbf{j}}}{s_{\mathbf{j}}+1}\right) \cdot \alpha_{\mathbf{j}-1}
$$

Proof: Consider any outcome of $\operatorname{Expt}^{*}(\mathcal{D})$, which is fully determined by the values of the random variables

$$
\left(S_{1}, \ldots, S_{t}, \mathbf{y}^{1}, \ldots, \mathbf{y}^{t}, \mathbf{j}, \mathbf{u}\right)=\left(S_{1}^{*}, \ldots, S_{t}^{*}, y^{1}, \ldots, y^{t}, j, u\right)
$$

Under these conditionings, observe that $\hat{\alpha}_{\mathbf{j}-1}$ equals the probability that the output of the computation $C\left(y^{1}, \ldots, y^{j-1}, \mathbf{z}^{j}, \mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right)$ is $(j-1)$-valid, where

$$
\left(\mathbf{z}^{j}, \mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right) \in_{r}\left(\left(S_{j}^{*} \cup\{u\}\right) \times S_{j+1}^{*} \times \ldots \times S_{t}^{*}\right)
$$

This distribution on $\left(\mathbf{z}^{j}, \mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right)$ can be equivalently realized as follows:

1) First, let $\mathbf{a} \in_{r}\left[s_{j}+1\right]$ (noting here that $s_{j}=\left|S_{j}^{*}\right|$ );
2) If $\mathbf{a}=s_{j}+1$, let $\mathbf{z}^{j}:=u$ and sample $\left(\mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right) \in_{r}\left(S_{j+1}^{*} \times \ldots \times S_{t}^{*}\right)$; otherwise choose $\left(\mathbf{z}^{j}, \mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right) \in_{r}\left(S_{j}^{*} \times S_{j+1}^{*} \times \ldots \times S_{t}^{*}\right)$.
On the other hand, $\hat{\beta}_{\mathbf{j}-1}$ equals the probability that $C\left(y^{1}, \ldots, y^{j-1}, u, \mathbf{z}^{j+1}, \mathbf{z}^{j+2}, \ldots, \mathbf{z}^{t}\right)$ is $(j-1)$-valid, where $\left(\mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right) \in_{r}\left(S_{j+1}^{*} \times \ldots \times S_{t}^{*}\right)$; and $\alpha_{\mathbf{j}-1}$ equals the probability that $C\left(y^{1}, \ldots, y^{j-1}, \mathbf{z}^{j}, \mathbf{z}^{j+1}, \ldots, \mathbf{z}^{t}\right)$
is $(j-1)$-valid, where $\left(\mathbf{z}^{j}, \ldots, \mathbf{z}^{t}\right) \epsilon_{r}\left(S_{j}^{*} \times \ldots \times S_{t}^{*}\right)$. Combining these facts with our observations about $\hat{\alpha}_{\mathbf{j}-1}$ yields the Claim.

Now, suppose that $\hat{\beta}_{\mathbf{j}-1} \geq .99 \cdot \hat{\alpha}_{\mathbf{j}-1}$, which, as we have seen, occurs with high probability. Using Claim II.8, this implies that

$$
\frac{\hat{\beta}_{\mathbf{j}-1}}{.99} \geq \frac{1}{s_{\mathbf{j}}+1} \cdot \hat{\beta}_{\mathbf{j}-1}+\left(\frac{s_{\mathbf{j}}}{s_{\mathbf{j}}+1}\right) \cdot \alpha_{\mathbf{j}-1}
$$

which simplifies to

$$
\frac{\hat{\beta}_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}} \geq \frac{99 s_{\mathbf{j}}}{100 s_{\mathbf{j}}+1}
$$

This is greater than .98. By a similar calculation, if $\hat{\beta}_{\mathbf{j}-1} \leq$ $1.01 \cdot \hat{\alpha}_{\mathbf{j}-1}$ then

$$
\frac{\hat{\beta}_{\mathbf{j}-1}}{\alpha_{\mathbf{j}-1}} \leq\left(\frac{101 \cdot s_{\mathbf{j}}}{100 s_{\mathbf{j}}-1}\right)
$$

which is less than 1.02 since $s_{\mathbf{j}} \geq 2$. Combining our work, we conclude that with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}-\frac{1}{M}$, Eq. (4) is satisfied. This completes the proof of Lemma II.6.

Now let $C$ be a circuit of size $s$ that is a worst-case $q$ direct product solver for $f^{\otimes t}$, for $q>\exp \left(-t / 10^{7}\right)$. Fix any distribution $\mathcal{D}$ over $\{0,1\}^{n}$. Below, we will describe part of the construction (using $C$ ) of a polynomially larger nondeterministic circuit $C^{\prime}=C_{\mathcal{D}}^{\prime}$, computing $f^{6}$ with success probability $>.6$ on inputs from $\mathcal{D}$. This step forms the bulk of the proof of (the contrapositive form of) Theorem I.2. First, refer to the experiment $\operatorname{Expt}^{*}(\mathcal{D})$ of Lemma II.6, defined with respect to $\mathcal{D}, C$, and with $M:=\lceil t / \ln (1 / q)\rceil$. With the random variables $\alpha_{j}, \hat{\alpha}_{j}, \beta_{j}, \hat{\beta}_{j}$ as defined in that experiment, let us fix outcomes to the random variables

$$
s_{1}, \ldots, s_{t}, S_{1}, \ldots, S_{t}, \mathbf{j}, \mathbf{y}^{1}, \ldots, \mathbf{y}^{t}
$$

that maximize the probability that Eq. (4) holds, where the probability is now taken over $\mathbf{u} \sim \mathcal{D}$. Let $\Lambda$ denote the collection of random variables whose values we are fixing, and let $[\Lambda=\lambda]$ denote the particular setting we are making. Let $j^{*} \in[t]$ denote the fixed outcome to $\mathbf{j}$. (In our circuit construction, we will ignore the values $\mathbf{y}^{j}$ for $j>j^{*}$.)

When in $\operatorname{Expt}^{*}(\mathcal{D})$ we condition on $[\Lambda=\lambda]$, Eq. (4) holds with probability at least $1-\frac{2^{16} \ln (1 / q)}{t}-\frac{1}{M} \geq$ $\frac{\left(2^{16}+1\right) \ln (1 / q)}{t}$, which is $>.75$ by our guarantee on $C$ under the assumptions of Theorem I.2. Also, under our conditioning, $\mathbf{u}$ remains undetermined and is distributed according to $\mathcal{D}$. Our input to $C^{\prime}$ will play the role of $\mathbf{u}$ in our construction.

[^3]Note that our settings determine outcomes to $\alpha_{0}, \ldots, \alpha_{t}, \beta_{0}, \ldots, \beta_{t-1}$. The value $\alpha_{j^{*}-1}>0$ in particular will be useful to us in defining our circuit. Abusing notation somewhat, we now let $s_{1}, \ldots, s_{t}, S_{1}, \ldots, S_{t}, \alpha_{0}, \ldots, \alpha_{t}, \beta_{0}, \ldots, \beta_{t-1} \quad$ denote the fixed outcomes to these variables. For each $j \in[t]$, let

$$
S_{j}=\left\{y^{j, \ell}\right\}_{\ell \in\left[s_{j}\right]}
$$

be an indexing of $S_{j}$ (with some elements possibly appearing multiple times, according to their multiplicity in $S_{j}$ ). We define a mapping $\ell^{*}:[t] \rightarrow \mathbb{N}^{+}$by the relation that, for our outcomes to $\mathbf{y}^{1}, \ldots, \mathbf{y}^{t}$, we have

$$
\mathbf{y}^{j}=y^{j, \ell^{*}(j)} .
$$

As another important piece of non-uniform data in our construction, we will need to know the values taken by $f$ on $y^{1, \ell^{*}(1)}, \ldots, y^{j^{*}-1, \ell^{*}\left(j^{*}-1\right)}$. For $j \in\left[j^{*}-1\right]$, we let

$$
\hat{z}^{j}:=f\left(y^{j, \ell^{*}(j)}\right) .
$$

Suppose $C$ uses $R>0$ bits of randomness. Let $C^{\text {det }}\left(x^{1}, \ldots, x^{t} ; r\right):\{0,1\}^{n \times t+R} \rightarrow\{0,1\}$ denote $C$ considered as a deterministic circuit with random string $r$ as part of its input. For any string $u \in\{0,1\}^{n}$, we define a viable certificate for $u$ as a tuple
$w=\left(m_{j^{*}+1}, m_{j^{*}+2}, \ldots, m_{t}, r\right) \in\left[s_{j^{*}+1}\right] \times \ldots \times\left[s_{t}\right] \times\{0,1\}^{R}$
for which the first $\left(j^{*}-1\right)$ length- $d$ output blocks of the computation

$$
\begin{equation*}
C^{\operatorname{det}}\left(y^{1, \ell^{*}(1)}, \ldots, y^{j^{*}-1, \ell^{*}\left(j^{*}-1\right)}, u, y^{j^{*}+1, m_{j^{*}+1}}, \ldots, y^{t, m_{t}} ; r\right) \tag{5}
\end{equation*}
$$

equal $\left(\hat{z}^{1}, \ldots, \hat{z}^{j^{*}-1}\right)$. For such a $w$ and $z \in\{0,1\}^{d}$, we say that $w$ is a viable $z$-certificate for $u$ if the $\left(j^{*}\right)^{t h}$ output block of the computation in Eq. (5) equals $z$, i.e., if in this computation $C$ makes the "guess" that $f(u)$ equals $z$.

We fix some natural encoding of $\left[s_{j^{*}+1}\right] \times \ldots \times\left[s_{t}\right] \times$ $\{0,1\}^{R}$ in which each element $w$ has a unique representation as a binary string in $\{0,1\}^{N}$; here, we may take $N \leq R+$ $O\left(t \log _{2} M\right) \leq \operatorname{poly}(\operatorname{size}(C))$. Let $V_{u} \subseteq\{0,1\}^{N}$ denote the set of viable certificates for $u$, and for $z \in\{0,1\}^{d}$, let $V_{u}^{z} \subseteq V_{u}$ denote the viable $z$-certificates for $u$. The sets $V_{u}^{z}$ form a partition of $V_{u}$.

Claim II.9. Let us condition on $[\Lambda=\lambda]$ as above in $\operatorname{Expt}^{*}(\mathcal{D})$. Then,

1) For the random variable $\mathbf{u}$ over $\{0,1\}^{n}$, the equality

$$
\begin{equation*}
\left|V_{\mathbf{u}}\right|=\hat{\beta}_{j^{*}-1} \cdot 2^{R} \prod_{j=j^{*}+1}^{t} s_{j} \tag{6}
\end{equation*}
$$

holds with probability 1.
2) Also, we have the equality

$$
\begin{equation*}
\left|V_{\mathbf{u}}^{f(\mathbf{u})}\right|=\hat{\alpha}_{j^{*}} \cdot 2^{R} \prod_{j=j^{*}+1}^{t} s_{j} \tag{7}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\left|V_{\mathbf{u}}^{f(\mathbf{u})}\right|}{\left|V_{\mathbf{u}}\right|}=\frac{\hat{\alpha}_{j^{*}}}{\hat{\beta}_{j^{*}-1}} . \tag{8}
\end{equation*}
$$

Proof: (1) Condition further on any possible outcome $[\mathbf{u}=u]$ in $\operatorname{Expt}^{*}(\mathcal{D})$. Together with our prior conditioning $[\Lambda=\lambda]$, this determines the values of $\hat{S}_{1}, \ldots, \hat{S}_{t}, \hat{\alpha}_{1}, \ldots, \hat{\alpha}_{t}, \hat{\beta}_{1}, \ldots, \hat{\beta}_{t}$. Under this conditioning, we see from the definition that

$$
\begin{align*}
& \hat{\beta}_{j^{*}-1}=\operatorname{Pr}\left[C\left(\hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{t}\right) \text { is }\left(j^{*}-1\right) \text {-valid } \mid \hat{S}_{1}, \hat{S}_{2}, \ldots, \hat{S}_{t}, \hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{j^{*}}\right] \\
= & \operatorname{Pr}\left[C\left(y^{1, \ell^{*}(1)}, \ldots, y^{j^{*}-1, \ell^{*}\left(j^{*}-1\right)}, u, \mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}\right) \text { is }\left(j^{*}-1\right) \text {-valid }\right] \tag{10}
\end{align*}
$$

where we sample $\left(\mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}\right) \in_{r} S_{j^{*}+1} \times \ldots \times S_{t}$ (and where validity is with respect to $f$ ). Here, $S_{j^{*}+1}, \ldots, S_{t}$ are our fixed values under $[\Lambda=\lambda]$, and the probability in Eq. (10) is taken over $\mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}$ and over the random bits $r$ used by $C$.

Let us calculate the probability in Eq. (10). The selection of $\left(\mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}\right)$ may be equivalently performed by choosing $\left(m_{j^{*}+1}, \ldots, m_{t}\right) \in_{r}\left[s_{j^{*}+1}\right] \times \ldots \times\left[s_{t}\right]$, and setting $\mathbf{v}^{j}:=y^{j, m_{j}}$ for $j \in\left\{j^{*}+1, \ldots, t\right\}$. There are $\left(\prod_{j=j^{*}+1}^{t} s_{j}\right) \cdot 2^{R}$ possible outcomes to $\left(m_{j^{*}+1}, \ldots, m_{t}, r\right)$, each one equally likely. The outcomes that cause the computation indicated in Eq. (10) to be ( $j^{*}-1$ )-valid are, under our definition, precisely those for which

$$
\left(m_{j^{*}+1}, \ldots, m_{t}, r\right) \in V_{u}
$$

Thus, under our conditioning $[\mathbf{u}=u]$ we have

$$
\left|V_{u}\right|=\hat{\beta}_{j^{*}-1} \cdot 2^{R} \prod_{j=j^{*}+1}^{t} s_{j} .
$$

As $u$ was an arbitrary outcome to $\mathbf{u}$, we have proved part 1 of the Claim.
(2) Condition again on any possible outcome $[\mathbf{u}=u]$ in $\operatorname{Expt}^{*}(\mathcal{D})$. Then we have

$$
\begin{align*}
& \hat{\alpha}_{j^{*}}=\operatorname{Pr}\left[C\left(\hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{t}\right) \text { is } j^{*}-\text { valid } \mid \hat{S}_{1}, \hat{S}_{2}, \ldots, \hat{S}_{t}, \hat{\mathbf{y}}^{1}, \ldots, \hat{\mathbf{y}}^{j^{*}}\right] \\
= & \operatorname{Pr}\left[C\left(y^{1, \ell^{*}(1)}, \ldots, j^{j^{*}-1, e^{*}\left(j^{*}-1\right)}, u, \mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}\right) \text { is }\left(j^{*}-1\right)-\text {-valid }\right], \tag{12}
\end{align*}
$$

where again $\left(\mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t}\right) \in_{r} S_{j^{*}+1} \times \ldots \times S_{t}$. Let these $\mathbf{v}^{j}$ be generated by $\left(m_{j^{*}+1}, \ldots, m_{t}\right)$ just as in part 1. The outcomes that cause the computation in Eq. (12) to be $j^{*}$-valid are exactly those for which the following two conditions hold:

1) $\left(m_{j^{*}+1}, \ldots, m_{t}, r\right) \in V_{u}$;
2) The $\left(j^{*}\right)^{t h}$ output block of $C^{\operatorname{det}}\left(y^{1, \ell^{*}(1)}, \ldots, y^{j^{*}-1, \ell^{*}\left(j^{*}-1\right)}, u, \mathbf{v}^{j^{*}+1}, \ldots, \mathbf{v}^{t} ; r\right)$ equals $f(u)$.

These outcomes are exactly those for which $\left(m_{j^{*}+1}, \ldots, m_{t}, r\right) \in V_{u}^{f(u)}$. Then by a calculation following that in part 1, we can verify that Eq. (7) holds under $[\mathbf{u}=u]$. As $u$ was arbitrary, Eq. (7) holds identically. Combining this with part 1 gives Eq. (8).

We have chosen the settings $[\Lambda=\lambda]$ so that Eq. (4) holds with high probability over $\mathbf{u} \sim \mathcal{D}$. Using Claim II.9, this implies that $\left|V_{\mathbf{u}}^{f(u)}\right| \approx\left|V_{\mathbf{u}}\right|$ with high probability, i.e., almost all viable certificates for $u$ correctly guess $f(u)$. Furthermore, by both parts of Claim II. 9 and the first condition of Eq. (4), both of $\left|V_{\mathbf{u}}^{f(\mathbf{u})}\right|,\left|V_{\mathbf{u}}\right|$ are (with high probability) approximately equal to $\rho:=2^{R}\left(\prod_{j=j^{*}+1}^{t} s_{j}\right) \alpha_{j^{*}-1}$; this latter quantity is determined by the setting $[\Lambda=\lambda]$, and does not depend on $\mathbf{u}$.

This motivates our strategy for building a nondeterministic mapping circuit to compute $f$ on an input $u$ sampled from $\mathcal{D}$. First, we choose a random hash function $h$ from a strongly universal hash family with domain $U:=\{0,1\}^{N}$, and with a range space of size determined by $\rho$. We consider an element of $U$ "dead" unless it maps to the all-0 vector under $h$; our aim is to "kill off" all of the viable certificates making incorrect guesses for $f(u)$, while leaving alive some viable certificate that makes a correct guess. Our control on the sizes of $\left|V_{\mathbf{u}}\right|,\left|V_{\mathbf{u}}^{f(\mathbf{u})}\right|$ makes it possible to ensure this outcome with good success probability. Nondeterminism will then allow us to guess and verify a live, viable certificate.

To make this strategy succeed with the required probability, we perform $\operatorname{poly}(n)$ repeated trials, selecting multiple hash functions and taking a majority vote over the trials. In the end we fix the randomness in these trials to obtain our final nondeterministic circuit $C_{\mathcal{D}}^{\prime}$. As mentioned earlier, from the fact that we can do this for any input distribution $\mathcal{D}$, we are able to use a standard boosting/majority vote technique to obtain a single (polynomially larger) nondeterministic circuit computing $f$ on all length- $n$ inputs.
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[^0]:    1 "Derandomized" variants of the scenario, in which the $t$ inputs are not fully independent, have also been studied, and powerful "derandomized" DPTs were obtained, notably in [3], [9]. A new derandomized DPT will appear in the full version of our paper.

[^1]:    ${ }^{2}$ In the most common definition, a nondeterministic circuit $G_{n}(x)$ is said to compute a function $g(x)$ if the following condition holds: $g(x)=1$ iff there exists some setting of the nondeterministic gates of $G_{n}$ causing it to accept input $x$. Our Theorem I. 3 is valid if our initial hardness assumption on $f_{n}$ is with respect to this definition. However, for our results we actually only require hardness with respect to a more restrictive model of nondeterministic computation in which, to compute $g(x)$ correctly, $G_{n}$ must (a) output the correct value on some nondeterministic branch on input $x$, and (b) on every branch on $x$, always output either $g(x)$ or "fail."
    ${ }^{3}$ In the full version we anticipate a better dependence on $t$ in the conclusion.
    ${ }^{4}$ As we will discuss in the full version, results from [14] can be used to derive DPTs, but much weaker ones than we give.

[^2]:    ${ }^{5} \mathrm{We}$ are aiming to build a nondeterministic circuit, not a probabilistic one; but the eventual plan will be to fix a polynomial number of representative hash functions as non-uniform advice. Let us also mention that hash families were used in Paturi and Pudlák's work [17] as well, but in a very different way. Those authors used hash functions to reduce the amount of randomness used by a SAT solver having a worst-case success probability guarantee, as a step toward transforming a Circuit-SAT instance into an equivalent instance with fewer variables.

[^3]:    ${ }^{6}$ A nondeterministic $C^{\prime}$ computes $f$ on input $x$ if $C^{\prime}(x)$ has some branch outputting a correct guess for $f(x)$, and $C^{\prime}(x)$ never outputs an incorrect guess-although $C^{\prime}$ may output "fail" on any number of branches for input $x$, and may output multiple distinct values on other "bad" inputs $x^{\prime} \neq x$. Note that this definition makes sense for $d>1$.

