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Abstract—In the long-studied problem of combinatorial group testing, one is asked to detect a set of \( k \) defective items out of a population of size \( n \), using \( m \ll n \) disjunctive measurements. In the non-adaptive setting, the most widely used combinatorial objects are disjunct and list-disjunct matrices, which define incidence matrices of test schemes. Disjunct matrices allow the identification of the exact set of defectives, whereas list disjunct matrices identify a small superset of the defectives. Apart from the combinatorial guarantees, it is often of key interest to equip measurement designs with efficient decoding algorithms. The most efficient decoders should run in sublinear time in \( n \), and ideally near-linear in the number of measurements \( m \).

In this work, we give several constructions with an optimal number of measurements and near-optimal decoding time for the most fundamental group testing tasks, as well as for central tasks in the compressed sensing and heavy hitters literature. For many of those tasks, the previous measurement-optimal constructions needed time either quadratic in the number of measurements or linear in the universe size.

Among our results are the following: a construction of disjunct matrices matching the best-known construction in terms of the number of rows \( m \), but achieving nearly linear decoding time in \( m \); a construction of list disjunct matrices with the optimal \( m = O(k \log(n/k)) \) number of rows and nearly linear decoding time in \( m \); error-tolerant variations of the above constructions; a non-adaptive group testing scheme for the “for-each” model with \( m = O(k \log(n)) \) measurements and \( O(m) \) decoding time; a streaming algorithm for the “for-all” version of the heavy hitters problem in the strict turnstile model with near-optimal query time, as well as a “list decoding” variant obtaining also near-optimal update time and \( O(k \log(n/k)) \) space usage; an \( \ell_2/\ell_2 \) weak identification system for compressed sensing with nearly optimal sample complexity and nearly linear decoding time in the sketch length.

Most of our results are obtained via a clean and novel approach that avoids list-recoverable codes or related complex techniques that were present in almost every state-of-the-art work on efficiently decodable constructions of such objects.
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I. INTRODUCTION

The study of combinatorial group testing dates back to the Second World War, suggested by Dorfman [2] in the context of testing blood samples collected from a large population of draftees. In an abstract formulation, a population of \( n \) individuals contains up to \( k \), for a known parameter \( k \), defectives and tests are conducted to identify the exact set of defectives. Each test identifies a subset of the individuals and returns positive if and only if the set contains at least one defective individual. The basic combinatorial goal is to minimize the number of tests required to identify the exact set of defectives. This article focuses on non-adaptive tests where the tests are all pre-determined and can be conducted in parallel. In this case, the test design can be identified by a binary incidence matrix with \( n \) columns and one row per test.

Since its inception, group testing has found countless uses both in theory and practice. Practical applications include a wide range of areas such as molecular biology and DNA library screening (cf. [3]–[11] and the references therein), Human Genome Project (cf. [12, Section VI.46]), multiple access communication [13], data compression [14], pattern matching [15], secure key distribution [16], network tomography [17], quality control [18], among others. The reader is invited to consult [19], [20] for a more comprehensive discussion of the application areas. Finally, the original idea of using group testing for pooling samples in medical tests has recently gained renewed interest during the COVID-19 pandemic due to the prevalent shortage of test kits (cf. [21]–[28]).

In theoretical computer science, group testing falls under the broader umbrella of sparse recovery, where the general framework deals with the recovery of sparse structures (such as high-dimensional vectors with few nonzero entries or their approximations) via queries from a restricted class (such as linear queries, as in compressed sensing [29], disjunctive queries which define group testing, or by sampling Fourier coefficients of the underlying vector [30]–[33]). The general area of sparse recovery provides a fundamental toolkit
for the study of streaming and sublinear time algorithms, and technology from that area lies at the heart of the latest improvements for Subset Sum [34], [35] and Linear programming [36]. As a combinatorial construct, sparse recovery, and more specifically group testing, is related to the notion of selectors [37] and related pseudorandom objects.

**Disjunct Matrices:** The combinatorial guarantee for a test design to allow for the identification of the set of defectives is studied in the literature under several essentially equivalent notions, such as superimposed codes, cover-free families (or codes), and disjunct matrices (Definition 2 (see [38, Chapter 19], [19, Chapter 4] and [39] for a detailed discussion). Roughly speaking, a disjunct test matrix for \( k \) defectives satisfies the following: for every set \( S \) of \( k \) columns and a column \( i \notin S \), there is a row at which the columns in \( S \) have zeros whereas the \( i \)th column has a 1. A lower bound of \( \Omega(k^2 \log n) \) on the number of rows has been proved several times in the literature [40]–[42]. The best-known construction achieves \( m = O(k^2 \min\{\log n, (\log_k n)^2\}) \) number of rows (by a combination of the Kautz-Singleton construction [43] and Porat-Rothschild [44]). The notion of disjunctness can be naturally extended to also allow for accurate recovery in presences of false positives and negatives in the test outcomes.

Two central problems in group testing are explicit construction of test designs and efficient recovery of the defectives from test outcomes. While a simple probabilistic argument can achieve an upper bound of \( O(k^2 \log n) \) tests (cf. [19, Chapter 4]), an explicit construction (in polynomial time in the matrix size) matching this upper bound [44] can be significantly more challenging. From the recovery perspective, any disjunct matrix allows recovery in nearly linear time in the size of the matrix using the following naive decoder: the decoder can simply output the subset of the columns of the test matrix whose supports are contained in the support of the test outcomes. For large population sizes, however, it is desirable to have a sublinear time recovery algorithm that runs in polynomial time (or even nearly linear time) in the number of tests, which can potentially be exponentially faster than the naive decoder above.

**List-Disjunct Matrices:** Another important combinatorial object, introduced independently in [45], [46], is that of a list-disjunct matrix. List-disjunct matrices guarantee the recovery of a small superset of the defective items but feature the advantage that the number of rows can be much smaller than what a disjunct matrix would allow (essentially by a factor of \( k \)), among several additional notable advantages and applications. Using list-disjunct matrices, one can design two-stage group testing schemes, by first narrowing the universe down to a small set, and then performing a test on each one independently. Thus, in scenarios where two-stage testing is possible, for example in DNA library screening or data forensics [47], this results in a major savings. Moreover, list-disjunct matrices can be used for constructions of monotone encodings and multi-user tracing families [48], vote storage systems [49], and for designing state of the art heavy hitter sketches (as we show in this work). Last but not least, they can be used as an intermediate tool towards the construction of (efficiently decodable) disjunct matrices; indeed this was the main motivation in [45], [46].

At least for noiseless testing, there is a simple bit masking trick that can augment any disjunct or list-disjunct matrix with additional rows to enable sublinear recovery (e.g., see [50]). The augmentation blows up the number of rows by a logarithmic factor in \( n \), and thus a long line of work has been devoted to obtaining better trade-offs between rows and recovery time.

From now on, we shall refer to decoding time, as the time needed for recovery of the defectives or a small list containing them. We also stress the difference between the “for all” guarantee (uniform) and the “for each” guarantee (non-uniform). A matrix satisfies the first guarantee if it enables recovery for all vectors simultaneously, while a randomized matrix (i.e., a distribution over matrices) satisfies the for-each guarantee if it enables recovery of a fixed vector with some target probability. Disjunct and list-disjunct matrices are defined with the for-all guarantee in mind.

**Work on sublinear-time group testing and related problems:** Sublinear-time decoding on group testing (including disjunct, list-disjunct matrices, the probabilistic and the non-uniform case) has been explored in [46], [50]–[57]. In the context of the similar tasks of heavy hitters and compressed sensing (see below), sublinear-time has been investigated in [31], [32], [58]–[70], to name a few.

There is also a decent amount of literature on variants of the group testing problem, such as sparse group testing [71], graph-constrained group testing [72], [73], and threshold group testing [72]. Our focus in this paper is the most standard setup of the problem, although our techniques could potentially apply to the aforementioned settings as well.

**Heavy Hitters and Compressed Sensing:** A closely related problem is the task of finding heavy hitters in data streams. Given a long stream of updates \( (i, \Delta) \) to a vector \( x \in \mathbb{R}^n \) causing \( x_i \leftarrow x_i + \Delta \), upon query detect the coordinates \( i \in [n] \) which satisfy \( |x_i| \geq (1/k)\|x\|_p \) (heavy hitters). The goal is to keep a small-space representation of \( x \) which allows finding the heavy hitters quickly, as well as rapid updates. The most interesting and well-studied cases correspond to \( p = 1 \) and \( p = 2 \). The heavy hitter problem is one of the core problems in streaming algorithms and has also served implicitly or explicitly as a subroutine in many streaming and compressed sensing algorithms; cf. [31], [58], [61], [68], [74]–[78] to name a few. It has also been an active area of research with many important results being discovered in the 2000s [79]–[81], as well as more recently [63], [82]–[88].

Another closely related area is compressed sensing [30],
which focuses on understanding the design of a set of linear measurements $\Phi \in \mathbb{R}^{m \times n}$, such that given $y = \Phi x$ it is possible to recover an approximation to the best $k$-sparse approximation of $x$ with respect to some $\ell_p$ norm. This problem is analogous to the heavy hitters problem, albeit with the difference that one desires to recover most of the heavy hitters in an $\ell_p$ sense, rather than all of them. Since the literature on the topic is vast, we refer the reader to a survey of Indyk and Gilbert [90], the introduction in [70], and the text [29]. Henceforth group testing, heavy hitters, and compressed sensing may be referred to using the umbrella term sparse recovery.

Our Contributions: We give several schemes for the sparse recovery problem, almost all of which feature near-optimal (nearly-linear) decoding time, improving upon several results in the literature, and setting the record straight for some of the most well-studied variants of the problem. We thus show that previous trade-offs in measurement complexity and decoding time can be greatly improved. In particular, we contribute the following.

- Combinatorial Group Testing
  1) A Monte-Carlo construction of list-disjunct matrices with the optimal $O(k \log(n/k))$ number of rows and $O(k \log^2(n/k))$ decoding time. The best previous sublinear-time scheme in terms of measurements suffered from quadratic decoding time in $k$ and did not achieve the optimal number of rows. We thus essentially settle the measurement and the decoding time complexity of list-disjunct matrices.
  2) A Monte-Carlo construction of $k$-disjunct matrices with $m = O(k^2 \min \{ \log n, (\log k n)^2 \})$ rows and $O(m + k \log^2(n/k))$ decoding time. Moreover, our construction can use an off-the-shelf construction of disjunct matrices (which may have an inefficient decoder) as a black box, so any improvement on the construction of disjunct matrices will immediately improve our result as well, resulting in a construction of disjunct matrices with the same number of rows and near-optimal decoding time.
  3) An explicit construction of $k$-disjunct matrices with $m = O(k^2 \log n)$ rows with decoding time nearly linear in $m$.
  4) State-of-the-art error-correcting disjunct and list-disjunct matrices, associated with decoding procedures which are faster by almost a factor $k$ from previous schemes with the same number of rows.
  5) A (necessarily randomized) scheme with $O(k \log n)$ decoding time and measurements for the “for-each” version of the group testing problem, improving upon recent work which obtained the same number of measurements but with quadratic in $k$ decoding time. This result essentially settles the “for-each” complexity of the group testing problem.

- Heavy Hitters
  6) A “for-all” streaming algorithm with $s = O(k \log(n/k))$ space usage for the heavy hitters problems in the strict turnstile model, allowing finding a list of size $O(k)$ that contains all $(1/k)$-heavy hitters. The query time is near-linear in $s$ and the update time is $\tilde{O}(\log^2 k \cdot \log(n/k))$. In contrast, the previous algorithm with the same space required $\Omega(n \log n)$ query time and $\Omega(k \log(n/k))$ update time.
  7) A “for-all” streaming algorithm for the standard version of the heavy hitters problem in the strict turnstile model, matching the space usage $s$ of previous constructions and allowing queries in time near-linear in $s$. Previous constructions suffered from $\Omega(nk)$ query time.

- Compressed Sensing
  8) A significantly stronger $\ell_2/\ell_2$ weak identification system than what was available before in the compressed sensing literature.

The most efficient previous sublinear-time schemes employed list-recoverable codes technology and the list-decoding view of pseudorandom objects such as expanders and extractors, or related ideas. On the other hand, most of our results stem from a unifying result (Theorem 11) which roughly is the following: “There exists a row-optimal $(k, 5k \log(n/k))$-list-disjunct matrix associated with a very efficient decoding procedure”. Interestingly, in contrast to list-recoverable codes type of arguments which come with relatively large constants and many parameters to fine-tune, the aforementioned result and its implications require a minimal understanding of coding theory, being of potential practical impacts.

We bring the reader’s attention to the concurrent work of Price and Scarlett [91], which arrives at the construction of our efficiently decodable list-disjunct matrix with a nearly identical algorithm, and uses it to obtain $O(k \log n)$ time for the “for-each” version of group testing, matching our contribution 5 listed above. Their analysis of the decoding algorithm is quite different, relying on bounds for sub-exponential random variables to control the branching process created by the execution of the algorithm. On the other hand, our argument is quite elementary and is based only on first principles. An advantage of their $O(k \log n)$-time algorithm is that they are able to guarantee correctness using limited independence for the hash functions [91, Section 3], thus obtaining a space-efficient variant of the $O(k \log n)$-time algorithm (i.e., our contribution 5 listed above).

II. Preliminaries

A. Notation

When referring to group testing, all matrices and vectors have entries in $\{0, 1\}$, with 0 corresponding to “false” and 1
to “true”. Without loss of generality, we can assume that $k, n$
are powers of two by rounding to the closest power of two
from above, unless noted otherwise. We will associate $[n] := \{0, \ldots, n - 1\}$ with $\{0, 1\}^{\log_2 n}$ via the obvious bijection.
Moreover, all matrices and vectors are zero-indexed, that
is for vector $x \in \{0, 1\}^n$ the entries are $x_0, x_1, \ldots, x_{n-1}$.
More generally, for a set $\mathcal{I} \subseteq [n]$, we denote by $x_{\mathcal{I}}$ the vector obtained by discarding the entries of $x$ outside $\mathcal{I}$.

We also denote the support of a vector by $\text{supp}(x) = \{i \in [n]: x_i = 1\}$. For binary strings $r, s$, we write $r \| s$ to be the concatenation of $r$ and $s$ by writing $r$ followed by $s$. For a test matrix $M \in \{0, 1\}^{m \times n}$ (where the number of columns $n$ is called the population or the universe size), and a vector $x \in \{0, 1\}^n$, the vector $y = M \odot x$ corresponds to tests

$$\forall q \in [m], y_q = \bigvee_{j \in [n]: M_{q,j} = 1} x_j,$$

where $M_{q,j}$ denotes the entry of $M$ at row $q$ and column $j$.

For $i \in [n]$ we denote by $M^i$ the $i$-th column of $M$ and $M_t$ to be the $i$-th row of $M$. For $S \subseteq [n]$, we define $M^S = \bigcup_{i \in S} M^i$. Clearly $M^t = M^{(1)}$.

When referring to heavy hitters or compressed sensing we will work with the standard notion of addition and multiplication on numbers of $\Theta(\log n)$ bits. We will say that $i$ is a $(1/k)$-heavy hitter for the vector $x \in \mathbb{R}^n$ if $|x_i| \geq (1/k)|x|_1$. We define $|x|_p = (\sum_{i=1}^n |x_i|^p)^{1/p}$. We denote by $x_-$ the tail vector that occurs after zeroing out the $k$ largest in magnitude coordinates in $x$.

For non-negative integers $\alpha, \ell$ such that $\alpha \leq 2^\ell - 1$, we denote by $\text{bPref}_\ell(\alpha)$ to be the integer that is obtained from the first $\ell$ bits in the binary representation of $\alpha$. For example, $\text{bPref}_2((1100)_2) = (11)_2 = 3$, and $\text{bPref}_3((11011)_2) = (110)_2 = 6$, where we have used the notation $(\cdot)_2$ for the binary representation of an integer.

### B. Catalan Numbers

We shall use the following fact on Catalan numbers.

**Lemma 1** (generalized Catalan numbers, [92]). For natural integers $d, n \geq 2$, the number of rooted $d$-ary trees with exactly $n$ nodes is

$$\text{Cat}_n^d = \frac{1}{n+1} \binom{dn}{n} \leq (ed)^n.$$

### C. Disjunct and List-Disjunct Matrices

In this section, we review the standard notion of disjunct-ness and its variations that are instrumental for the design of group testing schemes (cf. [93, Chapter 4]).

**Definition 2** (Disjunct Matrices). A matrix $M \in \{0, 1\}^{m \times n}$ is called $k$-disjunct if for every set $S \subseteq [n]$ of size $k$, and every $j \in [n] \setminus S$ there exists a row $q \in [m]$ such that $M_{q,j} = 1$ and $M_{q,j'} = 0, \forall j' \in S$.

A $k$-disjunct matrix essentially characterizes the combinatorial guarantee needed for noiseless group testing. The relaxes notion of list-disjunct matrices guarantees identification of a bounded-sized superset of the defective (thereby allowing a smaller number of rows by only requiring the recovery of a small list that is guaranteed to contain all defectives). The following definition is from [46] (while an essentially equivalent notion was formulated in [45]).

**Definition 3** (List-Disjunct Matrices). A matrix $M \in \{0, 1\}^{m \times n}$ is called a $(k, \ell)$-list-disjunct matrix if for every two disjoint sets $S, T \subseteq [n]$ with $|S| = k, |T| = \ell + 1$ there exists an element $j \in T$ and a row $q \in [m]$ such that

$$M_{q,j} = 1 \quad \forall j' \in S, M_{q,j'} = 0.$$

The parameter $\ell$ captures the list size (so that it is always possible to output a list of size at most $k + \ell$ that contains the defective). For $\ell = 0$ the notion of list-disjunct matrices coincides with the classical notion of disjunct matrices (Definition 2). Given the measurement outcomes, one can naturally consider a list of possible defectives by selecting all columns of $M$ that are covered by the vector of the measurement outcomes. More precisely, we can define the following.

**Definition 4** (Associated List for List-Disjunct Matrices). Given $y = M \odot x$ with $M$ being $(k, \ell)$-list-disjunct matrix and $|\text{supp}(x)| \leq k$, we will refer to $L$ as the associated list of $x$ with respect to $M$ as the list of elements $i \in [n]$ satisfying the following:

$$\forall q \in [m] \text{ such that } y_q = 1: M_{q,i} = 1.$$ 

Put simply, $L$ corresponds to the elements $i \in [n]$ which appear to be “defective” under measurements defined by $M$. Note that $|L| \leq k + \ell$.

The above notions can be strengthened to tolerate errors as follows:

**Definition 5**. [54, Definition 1] A matrix $M \in \{0, 1\}^{m \times n}$ is called $(k, \ell, e_0, e_1)$-list disjunct if for every disjoint sets $S, T \subseteq [n]$ of size $k$ and $\ell$, respectively, the following holds. Let $M^S$ and $M^T$ respectively denote the unions of supports of the columns of $M$ picked by $S$ and $T$. Then, for every set $X \subseteq M^T \setminus M^S$ of size $|X| \leq e_0$, there is a column $M^j$ picked by $T$ such that $|\text{supp}(M^j) \setminus (X \cup M^S)| > e_1$.

In the above definition, $e_0$ (resp., $e_1$) captures the number of false positives (resp., negatives) that the matrix $M$ can combinatorially tolerate in the measurement outcomes (and in the sequel, this is what we would mean by a matrix tolerating a certain number of false positives or negatives). We could have alternatively used the notion of error-correcting disjunct matrices in (45, Definition 1)), but since our results behave differently in the case of false positives and false negatives, the definition in [45] is not the most suitable for
our needs. We refer the reader to Theorems 18 and 19 for the results on error-correcting \( k \)-disjunct matrices.

It is shown in [54, Proposition 2] that any \((k, \ell, e_0, e_1)\)-list disjunct matrix guarantees recovery of a set of size less than \( k + \ell \) containing all defective items in presence of up to \( e_0 \) false positives and \( e_1 \) false negatives in the test outcomes. Lower bounds in [45], [54] show that \((k, \Theta(k), e_0, e_1)\)-error-correcting list-disjunct matrices require \( \Omega(k \log(n/k) + e_0 + ke_1) \) rows. Similarly, any \( k \)-disjunct matrix that can tolerate \( e_0 \) false positives and \( e_1 \) false negatives requires \( \Omega(k^2 \log k + e_0 + ke_1) \) rows.

A natural decoder for disjunct and list-disjunct matrices is the following, often referred to as the naive decoder.

**Definition 6** (Naive Decoder). Given \( y = M \odot x \), for every \( i \in [n] \) declare \( i \) defective if and only if \( y_i = 1 \) for every \( r \) such that \( M_{r,i} = 1 \). That is, output the set of columns that are covered by the measurement outcomes.

The following are two well-known corollaries on the performance of the naive decoder in disjunct and list-disjunct matrices.

**Lemma 7** (Naive Decoder and Point-Queries for Disjunct Matrices). Given \( y = M \odot x \), where \( M \) is a \( k \)-disjunct matrix and \( |\text{supp}(x)| \leq k \) the following holds. Given \( i \in [n] \), we can decide in time \( O(|\text{supp}(M^i)|) \) whether \( i \) is defective or not. Moreover, the naive decoder returns \( \text{supp}(x) \) in time \( O(n \cdot \max_{i \in [n]} |\text{supp}(M^i)|) \).

**Lemma 8** (Naive Decoder and Point-Queries for List-Disjunct Matrices). Given \( y = M \odot x \), where \( M \) is a \((k, \ell)\) list-disjunct matrix, and \( |\text{supp}(x)| \leq k \) the following holds. Given \( i \in [n] \) we can decide whether \( i \) belongs to the associated list \( L \) in time \( O(|\text{supp}(M^i)|) \) whether \( i \) is defective or not. Moreover, the naive decoder returns \( L \) in time \( O(n \cdot \max_{i \in [n]} |\text{supp}(M^i)|) \).

We shall use the following well-known constructions of \( k \)-disjunct matrices, which follows from standard constructions of incoherent matrices (based on either Reed-Solomon codes by Kautz and Singleton [43] or codes on the Gilbert-Varshamov bound [44] by Porat and Rothschild\(^1\))

**Theorem 9** (Disjunct Matrices). There exists a \( k \)-disjunct matrix with

\[
m = O(k^2 \min \{ \log n, \log_k n^2 \})
\]

rows. In particular, there exist explicit \( k \)-disjunct matrices with (i) \( O(k^2 \log n) \) rows and \( O(k \log n) \) non-zeros per column (via [44]), and strongly explicit \( k \)-disjunct matrices with (ii) \( O(k(\log^2 n))^2 \) rows and \( O(k \log_k n) \) non-zeros per column (via [43]).

\(^1\)The construction of [43] is strongly explicit, in the sense that each entry of the matrix can be computed in \( \text{poly}(k, \log n) \) time, whereas [44] is explicit in the sense of being computable in \( \text{poly}(n) \) time.

We will use the following existential bound on list-disjunct matrices, that can be derived from [45] via a probabilistic argument:

**Theorem 10.** [45] There exists a \((k, k)\)-list-disjunct matrix with \( O(k \log(n/k)) \) rows and \( O(\log(n/k)) \) non-zeros per column.

### III. Results

In this section, we present our results on disjunct matrices, list-disjunct matrices, group testing, and heavy hitters, based on the definitions given in the preliminaries. In what follows, \( C, C_L, C_{FP} > 1 \) are absolute constants. All our results assume, without loss of generality, that \( k \leq \gamma n \) for some absolute constant \( \gamma \), as otherwise storing the identity matrix is asymptotically the best solution. Our starting point and one of our strongest tools is the following theorem.

**Theorem 11.** There exists a Monte-Carlo construction of a \((k, C_L \log(n/k))\)-list-disjunct matrix \( M \in \{0,1\}^{m \times n} \) with \( m = C \cdot k \log(n/k) \), allowing decoding in time \( O(k \log(n/k)) \). \( M \) is the vertical concatenation of \( k \) matrices \( M^{(\log k)}, \ldots, M^{(\log n)} \) such that (i) each such submatrix has \( Ck \) rows and exactly 1 non-zero per column, (ii) every such submatrix can tolerate up to \( C_{FP} \cdot k \) false positives.

Furthermore, \( M \) can be stored in \( O(k \log(n/k)) \) space, and for every \( \ell \) and every choice of \( B = \{k \log(n/k)\} \) columns \( i_1, i_2, \ldots, i_B \subseteq [n] \), we can find the rows \( g_{i_1}, \ldots, g_{i_B} \subseteq [Ck] \) where the aforementioned columns have the non-zero element in \( M^{(\ell)} \) in time

\[
O\left(k \log^2 \left( \frac{n}{k} \right) \cdot \log^2 \left( k \log \left( \frac{n}{k} \right) \right) \cdot \log \log \left( k \log \left( \frac{n}{k} \right) \right) \right).
\]

The last sentence of the above theorem, namely the claim about storing the matrix \( M \) in small space and the fast batch location, is particularly important for our application to the heavy hitters problem. For the group testing applications, this property will be irrelevant. The matrix \( M \) will be also called the identification matrix.

### A. Disjunct and List-Disjunct Matrices

**Theorem 12** (List-Disjunct Matrices). There exists a Monte-Carlo construction of a \((k, k)\)-list-disjunct matrix \( M \in \{0,1\}^{m \times n} \) with \( m = O(k \log(n/k)) \), that allows decoding in \( O(k \log^2(n/k)) \) time\(^2\).

In comparison, the best previous construction of efficiently decodable list-disjunct matrices requires either \( k^2 \text{poly}(\log n) \) decoding time and \( O(k \log n \cdot \log \log n) \) rows [54], or \( O(k \log^2(n/k)) \) rows and decoding time (we note that [54] gives another construction using Parvaresh-Vardy codes with much less clean time and measurement bounds and polynomial in \( k \) decoding time).

\(^2\)For ease of exposition, we chose to give a construction of list-disjunct matrices with \( \ell = k \).
Theorem 13 (Disjunct Matrices). There exists a Monte-Carlo construction of a $k$-disjunct matrix $M \in \{0,1\}^{m\times n}$ with $m = O(k^2 \min\{\log n, (\log_2 n)^2\})$, that allows decoding in $O(m + k \log^2 (n/k))$ time.

The best previous constructions of efficiently decodable disjunct matrices are: (i) The results from [46], which achieves $m = O(k^2 \log n)$ rows and $\Omega(k^4 \log n)$ decoding time, (ii) The result from [54] which achieves $O(k^2 \log n + k \log n \cdot \log \log n)$ rows and $m \log^2 n$ decoding time. We strictly improve upon the measurement and the decoding time complexity of previous work, obtaining the cleanest bounds.

Theorem 14 (Explicit Disjunct Matrices). We can construct in polynomial time in $n$ a $k$-disjunct matrix with $m = O(k^2 \log n)$ rows that allows decoding in time $m \cdot \poly(\log n)$, unless

$$k \in \left[ \frac{C \log n}{\log \log n} \left( \frac{C \log n}{\log \log n} \right)^{1 + o(1)} \right],$$

where the $o(1)$ term is $\Theta\left( \frac{\log \log \log n}{\log \log n} \right)$.

Of course, the small intermediate range of $k$ where the above result does not apply can be eliminated by slightly rounding $k$ up to $k^{1 + o(1)}$, resulting in $m = k^{2 + o(1)} \log n$ rows and $m \cdot \poly(\log n)$ decoding time for all $k$.

B. Heavy Hitters in the Strict Turnstile Model

Theorem 15. ("For-all" Heavy Hitters) There exists a streaming algorithm with space usage $O(k \log(n/k))$, which keeps a (non-linear) representation of a vector $x \in \mathbb{R}^n$, and upon query, if $x \in \mathbb{R}^n_+$ then always returns a list $L$ of size $O(k)$ which contains every $(1/k)$-heavy hitter. The query time is $O(k \poly(\log n))$ and the update time is $O(\log(n/k) \cdot \log^2 k)$.

In contrast to the result appearing in [94] which achieved $\Omega(n \log n)$ query time and $O(k \log(n/k))$ update time, our algorithm achieves nearly optimal query and update time. The non-linearity of the sketch does not play a role in the number of measurements, but only to achieve the desired update time. It is shown in [94, Theorems 4,5] that if we drop the assumption of the strict turnstile model or additionally demand accurate estimates (up to $(1/k)\|x\|_1$) of the coordinates in $L$, then there exists no such linear sketch unless it has $\Omega(k^2)$ rows.

The next result is a streaming algorithm for the more common version of the heavy hitters problem, where one wants to find every $(1/k)$-heavy hitter and no $i$ with $x_i \leq (1/(2k))\|x\|_1$. This greatly improves upon the scheme appearing in [95] which has the same space usage but requires $\Omega(nk)$ query time.

Theorem 16. ("For-all" Heavy Hitters with Estimates) There exists a streaming algorithm using space usage

$$O \left( k^2 \cdot \min \left\{ \log n, \left( \frac{\log n}{\log k + \log \log n} \right)^2 \right\} \right),$$

which keeps a (non-linear) representation of a vector $x \in \mathbb{R}^n$, and upon query, if $x \in \mathbb{R}^n_+$ then always returns a list $L$ containing every $(1/k)$-heavy hitter, and no $i \in [n]$ with $x_i \leq (1/(2k))\|x\|_1$. Moreover, for every $i \in L$ it returns an estimate $x_i'$ with $x_i \leq x_i' \leq x_i + (c/k)\|x\|_1$, where $c$ is an arbitrarily small absolute constant $c < 1$. The query time is $k^2 \poly(\log n)$ and the update time is $O(k \cdot \min \left\{ \log n, \left( \frac{\log n}{\log k + \log \log n} \right)^2 \right\} ) + O(\log^3 n)$.

Remark 17. One could also ask whether the update time of $k$ on the above theorem is necessary, or more interestingly, one can decode $k$-disjunct matrices and perform queries for heavy hitters faster than quadratic time in $k$. After all, as one can observe in the full version, we need to point query only $O(k)$ coordinates, so it is not immediately evident that the quadratic time-bound in $k$ is necessary (we might need $\Omega(k^2)$ measurements, but an algorithm might not need to read all of them). However, it seems that performing point-queries is indeed a bottleneck, since (i) an easy argument (which we leave to the reader) shows that any $k$-disjunct matrix must have at least $n - m$ columns of sparsity at least $k$, and (ii) any $(1/k)$-coherent matrix (from which known heavy hitters sketches follow) must have column sparsity $\Omega(k)$ as long as $m \leq n/\log k$ [96, Theorem 10]. This constitutes strong evidence that it is impossible to beat quadratic decoding/ query time and linear (in $k$) update time, unless using a near-linear in $n$ number of measurements.

It is also worth noting that any subsequent improvement of sketches that enable $\ell_1$ point-queries immediately translates, via our framework, to a streaming algorithm with sublinear query time. Thus, we may consider the problem of sublinear-time query time essentially closed, up to logarithmic factors.

C. Error-Correcting Disjunct Matrices

We give the following two constructions of efficiently decodable matrices. The first is particularly efficient for false negatives, while the second for false positives. Both results are significantly faster than what was attainable by previous techniques using the same number of rows. We find it intriguing that while we are able to construct fast error-correcting disjunct matrices with respect to either false positives or false negatives, we cannot construct fast disjunct matrices with respect to both.
Theorem 18. (False Positives) There exist Monte-Carlo constructions of

1) A \((k, k_0, e_0, 0)\)-list-disjunct matrix with
\[
m = O(k \log(n/k) + \log_k n \cdot e_0)
\]
rows which allows decoding in time \(O(k^\alpha \cdot m)\), for any constant \(\alpha > 0\).

2) A \(k\)-disjunct matrix with \(m = O(k^2 \log n + \log_k n \cdot e_0)\), which can tolerate up to \(e_0\) false positives and allows decoding in time \(O(m \cdot \log n)\).

The first result of the preceding theorem improves by almost a \(k\) factor what is attainable by the techniques in [54], [57] (see also the comment following); the techniques in [50], [55], [97] result in schemes with a strictly larger number of rows. For both results in Theorem 18, the argument in [54] obtains near-linear decoding albeit with a slight loss of \(\log \log n\); [50], [55], [97] can be modified to obtain near-linear decoding but with a \(\log n\) factor overhead in the measurement complexity.

Theorem 19. (False Negatives) There exists a Monte-Carlo construction of a \(k\)-error-correcting disjunct matrix achieving \(m = O(k^2 \log n + k \cdot e_1)\), which can tolerate up to \(k \cdot e_1\) false negatives and allows decoding in time \(O(m \cdot \text{poly}(\log n))\).

This theorem improves upon what was known and achievable using previous techniques, both in terms of measurements and decoding time, and achieves the optimal dependence in terms of \(e_1\), the number of false negatives.

D. Resolving the “For-Each” Case of Group Testing

Theorem 20. There exists a randomized construction of a matrix \(\{0, 1\} \in \mathbb{R}^{m \times n}\) with \(m = O(k \log n)\) such that the following holds. Given \(y = M \odot x\) with \(|\text{supp}(x)| \leq k\), we can find \(x\) in time \(O(k \log n)\), with failure probability \(\epsilon^{-\Omega(k)} + \frac{1}{\text{poly}(n)}\).

This theorem improves upon the recent work of [57], which achieved the same number of rows but required quadratic running time in \(k\). Our result essentially settles the non-uniform case of the group testing problem.

E. \(\ell_2/\ell_2\) Compressed Sensing

One of the central problems in compressed sensing is the design of an \(\ell_2/\ell_2\) scheme, which is a matrix \(\Phi \in \mathbb{R}^{m \times n}\), such that given \(y = \Phi x\) we can find \(x'\) satisfying
\[
\mathbb{P}\left\{\left\|x - x'\right\|_2^2 \leq \epsilon \min_k \text{-sparse} \left\|x - z\right\|_2^2 \right\} \geq 1 - \delta.
\]

The goal is to randomly design \(\Phi\) satisfying the above with the optimal number of rows, and enabling computation of such an \(x'\) in sublinear-time (it can be proved that it suffices to pick \(x'\) to be \(O(k)\)-sparse). Almost all sublinear-time algorithms (precisely, all but [70]) proceed by reducing the problem to the construction of an \(\ell_2/\ell_2\) weak identification system\(^4\). This is a matrix \(\Psi \in \mathbb{R}^{m \times n}\) such that given \(y = \Psi x\), we can find \(x'\) satisfying \(\|x - x'\|_2^2 \leq (1 + \epsilon) \|x - k\|_2^2\) with probability \(1 - \delta\); recalling that \(x - k\) is the vector that occurs after zeroing out the \(k\) largest in magnitude coordinates in \(x\). For yet another intriguing consequence of our techniques, we give the best weak identification \(\ell_2/\ell_2\) system available in the literature. On how that translates to \(\ell_2/\ell_2\) schemes, we refer the reader to the full version [1].

Theorem 21. There exists a randomized construction of an \(\ell_2/\ell_2\) weak identification system with
\[
m = O\left((k/\epsilon) \log(n/k) + \frac{1}{\epsilon} \cdot \frac{\log(n/k)}{\log \log n} \cdot \log(1/\delta)\right),
\]
which allows finding the desired \(x'\) in time \(O(m \log^2 n)\).

A comparison with previous work follows.
- The construction in [59] requires
\[
m = \Theta((k/\epsilon) \log(n/k) \cdot \log(1/\delta)).
\]
- The construction in [94] achieves
\[
m = O((k/\epsilon) \log(n/k) + \epsilon^{-1} \log(n/k) \log(1/\delta)),
\]
but in order to run in near-linear time in \(m\) storing an additional inversion table of size \(\Omega(n)\) is required.
- The strongest result in [60], [62] obtains
\[
m = O(\epsilon^{-4} k \log(n/k)(\log n)^a + \epsilon^{-1} \text{poly}(\log n) \log(1/\delta))
\]
and decoding time \(\Omega((k/\epsilon)^{2/a} \text{poly}(\log n))\), for any \(a < 1\). The main source of sub-optimality is the invocation of a list-recoverable code based on the Loomis-Whitney inequality [98].

To the best of our knowledge, our work is the first to construct a near-optimal weak system with near-optimal decoding time (without using an additional inversion table as in [94]). In fact, we are able to obtain stronger results for the general \(\ell_2/\ell_2\) problem. However, the argument turns out to be lengthy and somewhat outside the scope of the technical contribution of this paper. We have therefore decided to leave the most general result for a future publication.
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\(^4\)The authors in [60], [68] define it in a slightly different way, and use slightly different terminology at places, but the essence of the property they demand is the same.


