Nearly Optimal Pseudorandomness From Hardness

Dean Doron

Department of Computer Science
Stanford University
Stanford, CA, USA
Email: ddoron@stanford.edu

Dana Moshkovitz, Justin Oh, David Zuckerman

Department of Computer Science
University of Texas at Austin
Austin, TX, USA
Email: {danama, sjo, diz}@cs.utexas.edu

Abstract—Existing proofs that deduce BPP = P from circuit lower bounds convert randomized algorithms into deterministic algorithms with a large polynomial slowdown. We convert randomized algorithms into deterministic ones with little slowdown. Specifically, assuming exponential lower bounds against randomized single-valued nondeterministic (SVN) circuits, we convert any randomized algorithm over inputs of length \( n \) running in time \( t \geq n \) to a deterministic one running in time \( t^{2+\alpha} \), for an arbitrarily small constant \( \alpha > 0 \). Such a slowdown is nearly optimal, as, under complexity-theoretic assumptions, there are problems with an inherent quadratic derandomization slowdown. We also convert any randomized algorithm that errs rarely into a deterministic algorithm having a similar running time (with pre-processing). The latter derandomization result holds under weaker assumptions, of exponential lower bounds against deterministic SVN circuits.

Our results follow from a new, nearly optimal, explicit pseudorandom generator fooling circuits of size \( s \) with seed length \( (1 + \alpha) \log s \), under the assumption that there exists a function \( f \in \mathcal{E} \) that requires randomized SVN circuits of size at least \( 2^{(1-\alpha')s} \), where \( \alpha = O(\alpha'). \) The construction uses, among other ideas, a new connection between pseudoentropy generators and locally list recoverable codes.
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I. INTRODUCTION

A. Pseudorandom Generators and Derandomization

Randomized algorithms can outperform deterministic algorithms. We know randomized polynomial time algorithms for problems such as polynomial identity testing, factoring polynomials over large fields, and approximating the number of perfect matchings, where the best known deterministic algorithms take exponential time. For other problems such as primality testing and univariate polynomial identity testing, randomized algorithms offer a polynomial speedup over the best known deterministic ones. Finally, property testing has problems that admit incredibly efficient randomized algorithms [1], in fact sublinear, but provably require linear time deterministically. Informally, randomization owes its success to the prevalence of a seemingly paradoxical phenomenon: most courses of action for an algorithm may be good, yet it might be hard to pinpoint one good course of action.

On the other hand, there are upper bounds on the power of randomization. Assuming plausible circuit lower bounds, any randomized algorithm running in time \( t \) on inputs of length \( n \) can be simulated deterministically by an algorithm running in time polynomial in \( t \) and \( n \) [2], [3]. In other words, under plausible assumptions, \( \text{BPP} = \text{P} \). Concretely:

**Theorem 1** (previously known derandomization). Assume there exists a constant \( \alpha < 1 \) and a function \( f \in \text{DTIME}(2^{O(n)}) \) such that \( f \) requires circuits of size \( 2^{\alpha n} \) for all sufficiently large \( n \). Let \( A \) be a bounded-error probabilistic algorithm, accepting a language \( L \), that on inputs of length \( n \) runs in time \( t = t(n) \). Then, there exists a deterministic algorithm that accepts \( L \) and runs in time \( poly(t, n) \).

Previous works [2]–[5] proving Theorem 1 did not focus on optimizing the runtime of the resulting polynomial time deterministic algorithm. Thus for reasons inherent to the proof techniques of the above works, the runtime of the deterministic algorithm of Theorem 1 is a large polynomial. Indeed, to the best of our knowledge, the best known runtime of the resulting deterministic algorithm is at least \( O(t^8) \) [5]. Our main theorem gives a derandomization with running time \( t \cdot \max \{t, n\}^{1+\alpha} \) for an arbitrarily small constant \( \alpha > 0 \). However, our result relies on a few changes to the statement of Theorem 1. The most significant change is that we rely on a somewhat stronger assumption than that of Theorem 1, namely we require that there are no small randomized single-valued nondeterministic circuits for \( f \).

One can view such circuits as a nonuniform analogue of \( \text{MA} \cap \text{coMA} \); the circuit is allowed to additionally take as input a nondeterministic witness and use randomness to verify the witness.

**Theorem 2** (efficient general derandomization). Assume there exists a small constant \( 0 < \alpha < 1 \) and a function \( f \in \text{DTIME}(2^{(1+O(\alpha))n}) \) such that \( f \) requires randomized single-value nondeterministic circuits of size \( 2^{(1-\alpha)n} \) for all sufficiently large \( n \). Let \( A \) be a bounded-error

---

1On first reading, it may be helpful to just consider the case \( t \geq n \).

2Here, and throughout the paper, languages (decision problems) can be replaced by other problems, e.g., promise problems or functions with non-binary output. Also, note that we consider algorithms in the Turing machine model. Running times in other models, such as the RAM model, may differ, but one can change the hardness assumptions accordingly.
probabilistic algorithm, accepting a language \( L \), that on inputs of length \( n \) runs in time \( t = t(n) \). Then, there exists a deterministic algorithm that accepts \( L \) and runs in time \( t \cdot \max \{ t, n \}^{1+O(\alpha)} \).

There are two main differences between the statements of Theorem 1 and Theorem 2.

1) While Theorem 1 requires \( f \in \text{DTIME}(2^{O(n)}) \) that is hard for circuits of size \( 2^{\Omega(n)} \), we require \( f \in \text{DTIME}(2^{(1+O(\alpha))n}) \) that is hard for circuits of size \( 2^{(1-\alpha)n} \). This type of strengthened, plausible, assumption is fundamentally necessary in the hardness vs. randomness paradigm to achieve a low polynomial running time. Moreover, previous proof techniques using our strengthened assumption would still inherently yield a large polynomial running time.

2) We require hardness against randomized single-value nondeterministic circuits, rather than standard ones. The need for this stronger assumption stems from our techniques.

Our derandomized running time is nearly tight for some of the examples above, such as those from property testing. To further illustrate the tightness, consider the problem of univariate polynomial identity testing, in which we test the identity of two arithmetic circuits with one variable, degree \( n \), and \( O(n) \) wires, over a field of cardinality \( \text{poly}(n) \). Univariate polynomial identity testing is solvable in \( \tilde{O}(n) \) randomized time and \( O(n^2) \) deterministic time. Williams [6] showed that coming up with an \( n^{1.999} \)-time algorithm, even a nondeterministic one, would refute NSETH. Interestingly, the problem of multivariate identity testing also admits a randomized \( \tilde{O}(n) \)-time algorithm. Thus, under the complexity-theoretic assumption of Theorem 2, and assuming NSETH holds, the time complexity of both univariate and multivariate identity testing is settled at roughly quadratic.

While our hardness assumption is not ideal, related complexity-theoretic assumptions were used before to derandomize both deterministic and nondeterministic classes, as well as to construct various pseudorandomness primitives. Specifically, hardness against randomized SVN circuits was used in [7], [8], and against (deterministic) SVN circuits, which can be seen as the nonuniform analogue of \( \text{NP} \cap \text{coNP} \), in [4], [9]. Hardness assumptions against nondeterministic circuits were used in [8]–[13], against circuits with \( \text{NP} \) gates in [14], [15] and even against circuits with \( \text{PH} \) gates in [16]–[19].

Towards proving our main theorem, we first provide a derandomization of algorithms that err rarely, a scenario known as quantified derandomization. First studied by Goldreich and Wigderson [20], in quantified derandomization, the algorithm is assumed to err only on a small number of the possible randomness strings (their error probability is extremely small). Our derandomization of such algorithms produces deterministic algorithms whose running time is similar to the runtime of the randomized algorithm, up to a quadratic preprocessing step.\(^4\)

**Theorem 3** (quantified derandomization). There exists a constant \( c \geq 1 \) such that the following holds. Assume there exists a constant \( \alpha < 1 \) and a function \( f \in \text{DTIME}(2^{(1+O(\alpha))n}) \) such that \( f \) requires \( \text{SVN} \) circuits of size \( 2^{(1-\alpha)n} \) for all sufficiently large \( n \).

Let \( A \) be a bounded-error probabilistic algorithm, accepting a language \( L \), that on inputs of length \( n \) runs in time \( t = t(n) \) and for every input, \( \text{err} \) on at most \( 2^{t^{1-\alpha}} \) randomness strings. Then, there exists a deterministic algorithm that accepts \( L \) and runs in time \( t \cdot \max \{ t, n \}^{O(\alpha)} + t_{\text{p}} \), where the \( t_{\text{p}} = t^{2+O(\alpha)} \) term corresponds to a step that can be precomputed for all algorithms with running time \( t \).

Unconditional quantified derandomization has been successful for restricted classes of computation, and also sufficiently-good quantified derandomization has been shown to imply circuit lower bounds [20]–[23]. We stress that for quantified derandomization, we only assume hardness against (deterministic) SVN circuits, a seemingly much weaker class.

Like Theorem 1, we take the black-box approach for derandomization and prove Theorem 2 by constructing a pseudorandom generator. A pseudorandom generator (PRG) with error \( \varepsilon \) is a function that maps a short seed to a \( t \)-bit string that is indistinguishable from uniform random bits by any \( t \)-time algorithm, up to error \( \varepsilon \). We can derandomize an algorithm using a PRG by enumerating over all possible seeds, and running the randomized algorithm on the output of the generator on each seed. The number of possible seeds determines the slowdown\(^5\) of the deterministic algorithm, and this number was \( \text{poly}(t, n) \) for a large polynomial prior to this work.

Non-explicitly, there exists a pseudorandom generator against all algorithms running in time \( t \) on inputs of length \( n \) that uses only \( O(\max \{ t, n \}) \) seeds, but it is not necessarily efficiently computable. In this work we construct an explicit PRG with only \( \max \{ t, n \}^{1+O(\alpha)} \) seeds. More specifically, consider a hard function \( f \) on roughly \( \log s \) bits of input, so the truth table of \( f \) consists of roughly \( s \) bits. Our pseudorandom generator converts those \( s \) bits of (worst-case) hardness into \( s \) bits of pseudorandomness. This makes it clear that the seed length is essentially optimal.

\(^4\)The preprocessing step involves encoding the truth table of \( f \). Computing the truth table may take quadratic time, but can be made efficient if \( f \) admits fast batch evaluation.

\(^5\)We say a derandomization has slowdown of \( S = S(n) \) if \( t_{\text{det}}/t_{\text{rand}} = S \), where \( t_{\text{det}} = t_{\text{det}}(n) \) and \( t_{\text{rand}} = t_{\text{rand}}(n) \) are the running times of the relevant deterministic and randomized algorithms on inputs of length \( n \).
Let us compare this to the prior state-of-the-art PRG given by Umans [5]. There, the seed is of length \( c_0 \log n \) for a large constant \( c_0 \geq 8 \), and \( s = n^{\gamma_U} \) for a small constant \( \gamma_U < 1 \). Consequently, derandomization using Umans’ PRG would incur a slowdown of at least \( s^{\gamma_U/\gamma_U} \) in the running time, whereas in this paper we bring this factor down to \( s^{1+O(\alpha)} \). Roughly speaking, we manage to transform almost all the hardness to pseudorandom bits \( (s = n^{1-O(\alpha)}) \), and we manage to do so using a short seed. The downside of our PRG compared to previous works is that we assume \( f \) is hard for a seemingly stronger class of circuits.

An important milestone in constructing our PRG \( \mathcal{G}^f \) is the construction of a pseudoentropy generator (PEG) with an especially small seed, from which Theorem 3, our quantified derandomization, follows. Informally, a distribution over \( \{0,1\}^s \) has pseudoentropy \( k \) if it is computationally-indistinguishable, up to some error, from some high min-entropy distribution. Thus a PEG is a function \( \{0,1\}^d \to \{0,1\}^s \) such that the output distribution (when the input is uniform) has high pseudoentropy.

We mention that pseudoentropy generators are analogous to randomness condensers in roughly the sense that pseudorandom generators are analogous to randomness extractors, where the hard function plays the role of a high min-entropy source [24], [25]. The notion of pseudoentropy and pseudoentropy generators was first considered in [26]. Sudan, Trevisan, and Vadhan [27] also construct a pseudoentropy generator under the same notion as in [26]. We construct a pseudoentropy generator under a seemingly weaker definition of pseudoentropy (following Barak et al. [28]) that allows us to get a surprisingly short seed of \( O(\alpha) \log n \) for small constant \( \alpha > 0 \).

In the remainder of the introduction we describe the ideas behind the constructions of our PEG and PRG.

B. Beating the Hybrid Argument

Existing proofs of Theorem 1 can be viewed as first constructing a pseudorandom generator that extends its seed by a single bit, and then converting it into a pseudorandom generator that outputs \( t \) bits. Interestingly, Sudan, Trevisan, and Vadhan [27] constructed PRGs with small seed for the single bit case. They did this by using binary locally decodable codes to encode the truth table of \( f \). The pseudorandom generator outputs a random bit of the encoding, and hence the number of seeds corresponds to the length of the encoding. Since there are locally decodable codes of linear length and a sub-linear number of queries (e.g., codes obtained from Reed-Muller composed with Hadamard, or tensor codes [29]), there are single bit PRGs with a small number of seeds.

The large loss in time in Theorem 1 originates from the extension of a single bit output to \( t \) bits of output. The loss has several manifestations in each of the existing proofs of Theorem 1. The use of combinatorial designs in [2], [3] inherently doubles the length of the seed. The use of the Reed-Muller code in [4], [5] inherently limits the length of the generator’s output. Moreover, the analyses of these constructions go through the infamously-hard-to-beat hybrid argument [30]. For \( t \) bits to be indistinguishable from uniform, it must be that each bit is unpredictable given the previous bits, and the prediction errors add up across the \( t \) bits.

More formally, suppose we wish to show that a distribution \( X \) on \( \{0,1\}^t \) is \( \varepsilon \)-indistinguishable from uniform for circuits of size \( s \) via the hybrid argument. Proceeding with Yao’s next bit predictability argument, we must show that for every \( i \in [t] \), no circuit \( C : \{0,1\}^{t-1} \to \{0,1\} \) of size roughly \( s \) can predict \( X_i \) with probability greater than \( \frac{1}{2} + \frac{\varepsilon}{t} \) when fed with \( x \sim X_{[1, i-1]} \). Just as one can bound the seed length of an optimal \( G : \{0,1\}^t \to \{0,1\} \) that fools circuits of size \( s \) using the probabilistic method, one can calculate the seed length of a nonexplicit \( G : \{0,1\}^t \to \{0,1\}^t \) that is \( \varepsilon \)-unpredictable at all i-s. The calculation shows that such a \( G \) has seed length roughly \( \log s + 2 \log \frac{t}{\varepsilon} \). Thus, for next bit unpredictability error \( \frac{\varepsilon}{t} \), the seed length requires at least an additional \( 2 \log t \) bits.

Hence, in order get a PRG with nearly optimal seed, and an efficient derandomization, we must beat the hybrid argument. We do that by first constructing a pseudoentropy generator, later to be transformed to a pseudorandom generator. Since we no longer require uniform-looking bits, we no longer need an error of \( \frac{1}{2} \) per bit. Instead, we output a large number of (imperfect) bits with constant error, which can evidently be done with a small number of seeds. Indeed, Barak, Shaltiel and Wigderson [28] suggested that paradigm, of achieving pseudoentropy as a stepping stone towards pseudorandomness as a way to bypass the weakness of the hybrid argument, and here we fulfill this vision.

C. Locally Decodable Codes All the Way Down

As explained above, it was known that single bit pseudorandom generators follow from binary locally decodable codes [27]. The construction for obtaining a single bit of pseudorandomness is simple: apply the binary locally decodable code to the truth table of a hard function \( f \), and output a random coordinate of the codeword. However, as discussed above, the method of extending single bit to many bit pseudorandom generators incurs inherent losses in the seed length. In our work we propose a natural deviation from the above idea. We instead apply a code that has large alphabet to \( f \) and output a random coordinate of this code. The hope is that the symbol at this random coordinate (which, for a large alphabet, will be represented by a large number of bits), will in fact have all the pseudorandom bits
we need. However, we cannot guarantee that the random symbol will have “perfect pseudorandomness”, i.e., will be computationally close to uniform. Instead, we show that such a random coordinate will have high pseudoentropy, i.e., will be computationally close to a distribution with at least as much min-entropy as the number of pseudorandom bits we wish to output. In fact, our technique shows that pseudoentropy generators that output many bits follow from locally decodable codes over a large alphabet.

More accurately, we consider (a specialized version of) locally list recoverable codes. Initially, list recoverable codes were used as an intermediate step for constructing list decodable codes (e.g., in [31]–[33]) but have since gained independent interest, with several applications and dedicated constructions (e.g., [34]–[37]). Moreover, many of the recent list decoding algorithms are in fact algorithms for list recovery.

We prove that locally list recoverable codes give rise to pseudodistinguishers. In order to get a good PEG, the alphabet $\Sigma$ of the list recoverable code $C$ must be large, and the lists size $\ell$ must be large as well. In fact, they both need to be exponential in $\ell$, while the decoder should run in time smaller than $\ell$. It is atypical to require such a large $\ell$, and in standard literature, where the decoder typically iterates over the lists, one requires $\ell \ll m$ in order to get a satisfactory bound on $L$.

We work with multiple definitions of pseudoentropy, which we now discuss. First, we show a close relation between locally list recoverable codes and Yao pseudodistinguishers. Roughly, a random variable $X \sim \{0,1\}^n$ has high Yao pseudodistinguishers if there is no small, computationally enumerable subset $A$ of $\{0,1\}^n$ that “explains” too much of $X$, i.e., $\Pr[X \in A]$ is significant. Now, if we apply a locally recoverable code with large alphabet to a hard function $f$ and pick a random coordinate, then this random variable must have high Yao pseudodistinguishers. Otherwise, there would be a small, efficiently computable subset of $\{0,1\}^n$ that explains a significant fraction of the codeword. This roughly corresponds to a small list $S_1 \cup \ldots \cup S_s$, that contains many symbols of the codeword. Hence, $f$ can be efficiently recovered from this list, which is a contradiction.

For the purposes of converting pseudodistinguishers to pseudorandomness, and other applications, it is convenient to consider other notions of pseudodistinguishers. The notion of metric pseudodistinguishers was first studied by Barak et al. [28] and later in various works in cryptography [38]–[44]. We say a random variable $X \sim \{0,1\}^n$ has $k$ metric pseudodistinguishers fooling circuits of size $s$, up to $\varepsilon$ error, if for every circuit $D$: $\{0,1\}^n \rightarrow \{0,1\}$ of size $s$ there exists $Y \sim \{0,1\}^n$ with min-entropy $k$ such that $|\mathbb{E}[D(X)] - \mathbb{E}[D(Y)]| \leq \varepsilon$. Metric pseudodistinguishers differ from the widely-used notion of HILL pseudodistinguishers [26] where the high min-entropy random variable does not depend on the distinguishing circuit. Although seemingly weaker, as an additional application, this definition allows us to derandomize algorithms that err rarely, as random variables with high metric pseudodistinguishers cannot have large weight on small sets.

We obtain our PEG by first formalizing the above connection between locally list recoverable codes and Yao pseudodistinguishers [45]. We then construct a locally list recoverable code fitting our purposes. To obtain such a code, we simply “fold” a locally list decodable code $C$: $\{0,1\}^n \rightarrow \{0,1\}$ (handling constant agreement) so that every $n^{1-O(\alpha)}$ coordinates in $C$ is considered a single symbol. The resulting code has exponential alphabet size and can handle exponential list size as desired. Moreover, it is decodable with few queries and can also handle a constant fraction of agreement. As one will see in Section III, this gives a PEG (and ultimately a PRG) with constant error, which is sufficient for derandomizing BPP.

Finally, we utilize the fact that one can get the (more convenient) metric pseudodistinguishers from Yao pseudodistinguishers if we allow the enumeration circuit to be an SVN circuit. As a brief sketch of how to do so, we first mention that if a random variable $X$ has high metric pseudodistinguishers, then for any efficient distinguisher $D$, the support of $D$ cannot disproportionately explain $X$ (namely, $\Pr[D(X) = 1]$ is bounded). This is quite close to the definition of Yao pseudodistinguishers; however, we must give a computationally efficient way to enumerate the support of $D$. To do so, we follow [28] and hash the support of $D$ onto a smaller universe. The preimage of the hash function is an enumeration of the support of $D$, provided we can use nondeterminism to guess a preimage (and use $D$ itself to verify whether that preimage is correct). By assuming a function $f$ that is hard for SVN circuits, we get a metric pseudodistinguishers generator. The rest of the details are given in Section III. We stress that in our analysis of the PEG, nondeterminism is used only to convert Yao pseudodistinguishers to metric pseudodistinguishers. Indeed, our PEG outputs high Yao pseudodistinguishers even under the assumption that $f$ is only hard for standard circuits.

It is interesting to draw an analogy between our pseudodistinguishers generator and its information-theoretic counterparts. The work of Ta-Shma and Zuckerman [25], following Trevisan [24], shows the equivalence between extractors with multiple output bits and soft-decision decoding, which we will not define here. Roughly speaking, if such codes are equipped with an efficient local decoding procedure, they give rise to PRGs. Soft-decision decoding generalizes list recoverable codes, and so every extractor can be used to construct a list recoverable code with suitable parameters. We argue that this result interpolates for lower min-entropies too. As already observed in [46] under a somewhat different terminology, every list recoverable code for agreement $\varepsilon$ gives rise to a condenser condensing $k = \log \frac{1}{\varepsilon}$ min-entropy to $k' = \log \frac{\ell}{m}$ min-entropy with error $O(\varepsilon)$, and each such $k \rightarrow k'$ condenser with error $\varepsilon$ implies a list recoverable code for agreement $O(\varepsilon)$ with $\ell = O(\varepsilon m 2^k)$ and $L = 2^L$. Thus,
in a way, our pseudoentropy generator is a computational manifestation of these connections.

D. From Pseudoentropy to Pseudorandom Bits

We construct our pseudorandom generator \( G^f \) by composing our pseudoentropy generator \( G^f \) with a new construction of an extractor with seed length close to \( \log n \), supporting \( n^{1-\alpha} \) min-entropy for any \( \alpha < \frac{1}{2} \). This adds to the short list of extractors with almost the right dependence on \( n \), currently including [47], [48] and one-bit extractors coming from good list decodable codes. Our construction essentially follows a construction given in [47]; however, there it was analyzed for smaller min-entropies.

The seed of the pseudorandom generator consists of the (very short) seed of the pseudoentropy generator, as well as the seed of the extractor, which still gives us \( (1+O(\alpha)) \log t \). It is not immediately clear why such a composition works, and indeed we make quite a few modifications for our argument to go through. It is in this composition argument that we require randomness in the circuit, and thus ultimately in the hardness assumption. See Section V for more details.

E. Reducing the Error

The construction of the locally list recoverable code discussed in Section I-C supports a constant fraction of agreement. This implies that the resulting PEGs and PRGs have constant error. Indeed, this suffices for derandomizing \( \mathsf{BPP} \) and for quantified derandomization. Nevertheless, there are several reasons to reduce the error. First, a small error PRG can be used to derandomize algorithms with error approaching \( \frac{1}{2} \). Second, often when PRGs are used as components in other pseudorandomness constructions, it is necessary to have small error because of other error losses. Third, it is a natural question on its own, and significant research effort has been devoted to reducing the error in other PRGs. The best error we can hope for is \( \varepsilon = n^{-\Omega(1)} \), since we wish to keep the seed length \( (1 + O(\alpha)) \log n \). We manage to obtain this.

To get a PEG with a better dependence on \( \varepsilon \), we improve the construction of our locally list recoverable code \( C \) to support \( \varepsilon \)-fraction of agreement even when the underlying locally list decodable code \( C_{\text{LDC}} \) supports only a constant fraction \( \varepsilon_0 \gg \varepsilon \) of agreement. This is done via an expander-based transformation, and the details are given in Section VIII. Getting a PRG with \( \varepsilon \) error almost readily follows, since the extractor we construct already works for such an error.

F. On Our Hardness Assumption

Finally, we discuss our hardness assumption. In order to obtain our result, there are two ways our assumption is stronger than in previous works. First, we require that \( f \) must be hard for circuits of size at least \( 2^{(1-\beta)n} \) for small \( \alpha \), whereas previous constructions only required hardness at least \( 2^{\beta n} \) for some \( \beta < 1 \) (and generally \( \beta \) is thought of as small). The first strengthening of the assumption seems necessary for a derandomization as efficient as ours since the hardness should be comparable to the size of circuits we wish to fool.

Second, we require a function \( f \) that is hard to compute for circuits that are allowed to use both nondeterminism and randomness. One might argue that in the non-uniform model of circuits, one can convert randomness into advice using an Adleman type argument and incur only a minor loss in circuit size. However, the size blowup of Adleman’s theorem in the case of nondeterministic circuits is larger. This, combined with the fact that we require the size of our hardness to be \( 2^{(1-\alpha)n} \) makes such an argument impossible. Indeed, in order to convert a randomized SVN circuit into an SVN circuit, one must union bound over all possible inputs and all possible witness strings. Generally, the witness length can be nearly as large as the circuit itself. In other words, we would need an error probability close to \( 2^{-s} \) where \( s \) is the size of the circuit. Achieving that requires repeating the circuit nearly \( s \) times, incurring a quadratic blowup and making our hardness assumption infeasible as we initially assume hardness against randomized SVN circuits of size \( 2^{(1-\alpha)n} \). In summary, previous works have similarly used assumptions in which the function \( f \) is hard against models of computation that use nondeterminism and randomness. However, we work on the very “high-end” of the hardness assumptions, i.e., assume hardness for very large circuits, and this seems necessary for our proof.

We now discuss the plausibility of our assumption. Our result relies on the assumption that there exists a function \( f \) satisfying two competing properties. First, it should be computable by a deterministic TM in time \( 2^{(1+\alpha)n} \) for some small constant \( \alpha \). Second, it should also be hard for circuits of size \( 2^{(1-\alpha)n} \) that use nondeterminism, as well as randomness, to verify the nondeterministic witness. We hence need a function that resides in \( \mathsf{E} \) but is still “difficult enough” for a non-uniform Merlin-Arthur proof system to verify (i.e., requiring Arthur to run in time at least \( 2^{(1-\alpha)n} \)). Thus, our assumption is plausible if random verification doesn’t always achieve significant savings.

Sometimes, random verification does yield savings. For example, Williams [6] proved that a variety of \#\( \mathsf{P} \)-complete problems have MA proof systems that run in time \( 2^{n} \) for various \( c < 1 \), whereas the best known deterministic algorithms solving these problems take time \( O(2^n) \). He also gave a 3-round interactive proof system running in time \( 2^{.67n} \) time for QBF, a \( \mathsf{PSPACE} \)-complete problem. Even if these results make one worry about finding our desired \( f \) in \( \mathsf{PSPACE} \), it is widely believed that there exists problems computable in time \( 2^{(1+\alpha)n} \) that require exponential space. Given that such problems lack the structure that Williams exploits, it is plausible that there is such an \( f \) where random verification doesn’t achieve significant savings, making our
hardness assumption true.

G. Open Problems

Some challenges remain to be tackled. We list only a few of them.

1) Can we achieve a nearly linear time quantified derandomization without any preprocessing?

2) Can we achieve similar results assuming $f$ is exponentially-hard for SVN – rather than randomized SVN – circuits?

3) Can we derandomize any algorithm that runs in time $t$ on inputs of length $n$ in time close to $tn$, as opposed to $t \cdot \max \{t, n\}$? This would match the runtime of Adleman’s nonuniform derandomization [49]. Note that for every fixed algorithm on input size $n$, independent of its runtime, there exists a pseudorandom generator against this algorithm that has only $O(n)$ seeds.

We omit the proofs of all theorems in this extended abstract. However, full proofs and more in depth discussion can be found in the full version [50].

II. PRELIMINARIES

A. Circuits, Nondeterministic Circuits and Worst-Case Hardness

**Definition 4** (SVN circuit). Let $f : \{0,1\}^n \rightarrow \{0,1\}^m \cup \{\bot\}$ be a partial function. A single-valued nondeterministic (SVN) circuit computing $f$ is a pair of circuits $C : \{0,1\}^n \times \{0,1\}^w \rightarrow \{0,1\}^m$ and $C_{\text{check}} : \{0,1\}^n \times \{0,1\}^w \rightarrow \{0,1\}$ such that for input string $x \in \{0,1\}^n$ and witness string $y \in \{0,1\}^w$, the following holds.

1) For every $x \in \{0,1\}^n$, $f(x) \neq \bot$ if and only if there exists $y \in \{0,1\}^w$ such that $C_{\text{check}}(x, y) = 1$.

2) For every $x \in \{0,1\}^n$ and $y \in \{0,1\}^w$ such that $C_{\text{check}}(x, y) = 1$, it holds that $C(x, y) = f(x)$.

The size of an SVN circuit is the sum of the sizes of $C$ and $C_{\text{check}}$.

When only considering SVN circuits that compute total functions with a single bit output, the above definition can be viewed as the non-uniform analogue of $\text{NP} \cap \text{coNP}$. We often refer to $C_{\text{check}}(x, y)$ as the checking phase, or witness verification circuit, and refer to $C(x, y)$ as the computing circuit. Additionally, we often think of an SVN circuit as a single circuit combining both $C$ and $C_{\text{check}}$ (with $m + 1$ output bits).

**Definition 5** (hardness against SVN circuits). Let $f : \{0,1\}^n \rightarrow \{0,1\}$. We let $\text{size}_{\text{SVN}}(f)$ denote the size of the smallest SVN circuit that computes $f$. We say $f$ requires exponential-size SVN circuits if $\text{size}_{\text{SVN}}(f) > 2^n \delta$ for some constant $\delta > 0$.

We also consider SVN circuits where the checking phase may use randomness. When considering total functions with a single bit output, this model can be seen as the nonuniform analogue of $\text{MA} \cap \text{coAM}$.

**Definition 6** (randomized SVN circuits). Let $f : \{0,1\}^n \rightarrow \{0,1\}^m \cup \{\bot\}$ be a partial function. A randomized SVN circuit computing $f$ with error $0 \leq \delta < \frac{1}{2}$ is a pair of circuits $C : \{0,1\}^n \times \{0,1\}^w \rightarrow \{0,1\}^m$ and $C_{\text{check}} : \{0,1\}^n \times \{0,1\}^w \rightarrow \{0,1\}$ such that for input string $x \in \{0,1\}^n$, witness string $y \in \{0,1\}^w$ and randomness string $r \in \{0,1\}^d$, the following holds.

1) For every $x \in \{0,1\}^n$, $f(x) \neq \bot$ if and only if there exists $y \in \{0,1\}^w$ such that $\Pr_{r \sim U_d}[C_{\text{check}}(x, y, r) = 1] > 1 - \delta$.

2) For every $x \in \{0,1\}^n$ such that $f(x) \neq \bot$, and $y \in \{0,1\}^w$, either $\Pr_{r \sim U_d}[C_{\text{check}}(x, y, r) = 1] \geq 1 - \frac{1}{2} \delta$ or $\Pr_{r \sim U_d}[C_{\text{check}}(x, y, r) = 1] \leq \frac{1}{2} \delta$.

3) For every $x \in \{0,1\}^n$ and $y \in \{0,1\}^w$ such that $\Pr_{r \sim U_d}[C_{\text{check}}(x, y, r) = 1] \geq 1 - \delta$, it holds that $C(x, y) = f(x)$.

The size of a randomized SVN circuit is the sum of the sizes of $C$ and $C_{\text{check}}$.

We can now define hardness for randomized SVN circuits in the natural way.

**Definition 7** (hardness for randomized SVN circuits). We say $f : \{0,1\}^n \rightarrow \{0,1\}$ requires randomized SVN circuits for error $\delta = \delta(n) > 0$ of size $s = s(n)$ if the smallest randomized SVN circuit that computes $f$ with error $\delta$ has size at least $s$.

It will be useful to consider circuits in a related model where the checking phase is deterministic but has access to an oracle that gets a circuit and approximates the fraction of inputs the circuit accepts.

**Definition 8** (DensityApprox$_\eta$ gates). For a fixed error parameter $\eta > 0$, a DensityApprox$_\eta$ oracle gate takes as input an encoding of a circuit $C$ and outputs $p \in \{0,1\}^{\lceil \log \frac{1}{\delta}\rceil}$, such that $|E|C[\bot] - p| \leq \eta$. In words, the gate outputs an additive $\eta$-approximation to the fraction of accepting inputs to $C$.

B. Error Correcting Codes

In this work we mainly consider locally list recoverable codes.

**Definition 9** (locally list recoverable code). Let $C : \Sigma^k \rightarrow \Sigma^m$. For positive integers $L, Q$, and $0 < \varepsilon < 1$ we say that $C$ is $(Q, \varepsilon, L, S)$ locally list recoverable if the following holds. Let $S = \{S_1, \ldots, S_n\}$ be any list of subsets, where

An alternative definition for randomized SVN circuits was given in [7], [8], corresponding to the nonuniform analogue of $\text{AM} \cap \text{coAM}$. Although one can suspect these models to be equivalent, there are some subtleties that arise when one cares about polynomial blowups in size.
each \( S \subseteq \Sigma \) and \( \sum_{z=1}^{n} |S_z| \leq \ell \), and let \( O_S \) be any oracle to \( S \) satisfying the following properties:

- \( O_S \) takes as input \( y \in \{0,1\}^{\log \ell} \) and outputs an element of \( \Sigma \cup \{\bot\} \).
- For every \( z \in [n] \) and every \( v \in S_z \), there exists a \( y(z,v) \in \{0,1\}^{\log \ell} \) such that \( O_S(y(z,v)) = v \). Furthermore, each \( y(z,v) \) is unique. That is, \( y(z,v) \neq y(z',v') \) if \( (z,v) \neq (z',v') \).

Then there exist circuits \( A_1, \ldots, A_L \) for some arbitrary \( L \), each of size \( s \), that satisfy the following.

- Each \( A_j \) takes as input \( i \in [k] \) and uses at most \( Q \) oracle gates to \( O_S \).
- For every codeword \( c = C(x) \) satisfying \( c_z \in S_z \) for at least \( \varepsilon \) fraction of the \( i \)-s, there exists \( j \in [L] \) such that for every \( i \in [k] \), we have \( A_j(i) = x_i \). Moreover, \( A_j \) never queries \( O_S \) on an input that yields \( \bot \).

For convenience, we often say in words that \( C \) is a LLRC using \( Q \) queries, handling agreement at least \( \varepsilon \), with circuit size \( s \) and input list size \( \ell \).

One may notice that our definition of LLRC is a bit specialized towards our goals. Unlike in standard literature, where algorithmic aspects are crucial, we do not require (and will not achieve) uniform generation of the \( A_i \)-s. Also, each query we make to a list \( S_i \) gives us a single element of \( S_i \), and we do not get to iterate over the entire list.

**C. Random Variables, Min-Entropy, Extractors**

The support of a random variable \( X \) distributed over some domain \( \Omega \) is the set of \( x \in \Omega \) for which \( \Pr[X = x] \neq 0 \), which we denote by \( \text{Supp}(X) \).

The statistical distance between two random variables \( X \) and \( Y \) on the same domain \( \Omega \) is defined as \( \|X - Y\| = \max_{A \subseteq \Omega} |\Pr[X \in A] - \Pr[Y \in A]| \). If \( |X - Y| \leq \varepsilon \) we say \( X \) is \( \varepsilon \)-close to \( Y \) and denote it by \( X \approx \varepsilon Y \). We denote by \( U_n \) the random variable distributed uniformly over \( \{0,1\}^n \).

The min-entropy of a random variable \( X \) is defined by

\[
H_\infty(X) = \min_{x \in \text{Supp}(X)} \log \frac{1}{\Pr[X = x]}
\]

**Definition 10** (extractor). A function

\[
\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m
\]

is a \((k,\varepsilon)\) seeded extractor if the following holds. For every \((n,k)\) source \( X \), \( \text{Ext}(X,Y) \approx \varepsilon U_m \), where \( Y \) is uniformly distributed over \( \{0,1\}^d \) and is independent of \( X \). We say \( \text{Ext} \) is a strong \((k,\varepsilon)\) seeded extractor if \( \text{Ext}(X,Y,Y) \approx \varepsilon (U_m, Y) \).

Indeed, whenever a source \( X \) has sufficient min-entropy and is independent of the seed \( Y \), we are guaranteed that a strong seeded extractor \( \text{Ext} \) gives us \( (\text{Ext}(X,Y),Y) \approx \varepsilon (U_m,Y) \).

Another useful object in our constructions is the density sampler.

**Definition 11** (sampler). Let \( \Gamma: [N] \times [D] \rightarrow [M] \).

- We say \( x \in [N] \) is \( \varepsilon \)-bad for \( B \subseteq [M] \) if

\[
\left| \Pr_{y \sim U_{[D]}}[\Gamma(x,y) \in B] - \mu(B) \right| > \varepsilon.
\]

- We say \( \Gamma \) is a \((\delta,\varepsilon)\) sampler if for every \( B \subseteq [M] \) we have that

\[
|\{x \in [N]: x \text{ is } \varepsilon \text{-bad for } B\}| < \delta N.
\]

**D. Pseudoentropy**

We focus on two notions of pseudoentropy in this work. The first resembles the natural definition one might first consider for pseudoentropy (which was used in [26]), except the quantifiers are reversed.

**Definition 12** (metric pseudoentropy). Let \( X \) be a random variable distributed over \( \{0,1\}^n \), let \( s \) be a positive integer, and \( \varepsilon > 0 \). We say that \( H_{\varepsilon,s}^\text{metric}(X) \geq k \) if for every circuit \( D: \{0,1\}^n \rightarrow \{0,1\}^s \) of size \( s \) there exists \( Y \sim \{0,1\}^n \) such that \( H_\infty(Y) \geq k \) and \( |E[D(X)] - E[D(Y)]| \leq \varepsilon \).

The following characterization of metric pseudoentropy is useful.

**Lemma 13** ([28]). Let \( X \) be a random variable distributed over \( \{0,1\}^n \), let \( s \) be a positive integer, and \( \varepsilon > 0 \). Then, \( H_{\varepsilon,s}^\text{metric}(X) \geq k \) if and only if for every circuit \( D: \{0,1\}^n \rightarrow \{0,1\}^s \) of size \( s \) it holds that \( \Pr[D(X) = 1] \leq |\text{Supp}(D)| + \varepsilon \). The same statement holds when we let \( D \) to come from a class of circuits closed under complement, including circuits using \( \text{DensityApprox}_n \) oracle gates.

A different definition for computational entropy was given by Yao [45] who used compression rather than indistinguishability.

We extend Yao’s definition to SVN circuits.

**Definition 14** (NYao set). For some positive integers \( s,n,\ell \) and \( A \subseteq \{0,1\}^n \), we say that \( A \in C_{\ell,s}^{NYao} \) if there exists a circuit \( c: \{0,1\}^n \rightarrow \{0,1\}^\ell \) and an SVN circuit \( d: \{0,1\}^\ell \times \{0,1\}^n \rightarrow \{0,1\}^\ell \) computing a partial function \( f_d: \{0,1\}^\ell \times \{0,1\}^n \cup \{\bot\}, both of size \( s \), such that

\[
A = \{x : f_d(c(x)) = x\}.
\]

We refer to \( c \) as the compressing circuit and to \( d \) as the decompressing one.

**Definition 15** (NYao pseudoentropy). Let \( X \) be a random variable distributed over \( \{0,1\}^n \), let \( s \) be a positive integer, and \( \varepsilon > 0 \). We say that \( H_{s,\varepsilon}^{NYao}(X) \geq k \) if for every \( \ell < k \) and \( A \in C_{\ell,s}^{NYao} \) it holds that \( \Pr[X \in A] \leq 2^{\ell-k} + \varepsilon \).

The following lemma provides a useful connection between NYao and metric pseudoentropy.

**Lemma 16** (following [28]). There exists a constant \( 0 < \gamma < 1 \) such that the following holds. Let \( X \) be a random
variable distributed over \( \{0,1\}^n \) and \( \varepsilon > 0 \). There exists \( s_0 = O(n) \) such that for every \( s \geq s_0 \), \( \gamma_{s,\varepsilon}^{\text{NYao}}(X) \geq k \) implies \( H_{s,\varepsilon}^{\text{metric}}(X) \geq \frac{k}{2} \).

E. Pseudoentropy Generators and Pseudorandom Generators

We say that a distribution \( X \sim \{0,1\}^n \varepsilon \)-fools a circuit \( D \) with \( n \) inputs if \( D(X) \approx_{\varepsilon} D(U_n) \). A pseudorandom generator against a class \( \mathcal{C} \) is a function whose output distribution fools any function from \( \mathcal{C} \).

**Definition 17 (PRG).** Let \( \mathcal{C} \subseteq \{0,1\}^* \rightarrow \{0,1\} \) be a class of functions. We say that \( G : \{0,1\}^n \rightarrow \{0,1\} \varepsilon \)-fools \( \mathcal{C} \) (or is an \( \varepsilon \)-PRG against \( \mathcal{C} \)) if for every \( C \in \mathcal{C} \),

\[
| \mathbb{E}[C(G(U_d))] - \mathbb{E}[C(U_n)] | \leq \varepsilon.
\]

When \( \mathcal{C} \) is the class of functions computable by circuits of size \( s \), we say that \( G \) \( \varepsilon \)-fools circuits of size \( s \).

When the output of a generator is not pseudorandom but does have high pseudoentropy, we say that the generator is a pseudoentropy generator. Our pseudentropy generators will output random variables having high metric pseudoentropy.

**Definition 18 (metric PEG).** We say that \( G : \{0,1\}^d \rightarrow \{0,1\}^n \) is a \((k,s,\varepsilon)\) metric pseudoentropy generator (PEG) if

\[
H_{s,\varepsilon}^{\text{metric}}(G(Y)) \geq k,
\]

where \( Y \) is the uniform distribution over \( d \) bits. We say that \( G \) is a strong \((k,s,\varepsilon)\) metric pseudoentropy generator if \( H_{s,\varepsilon}^{\text{metric}}(Y \circ G(Y)) \geq k \).

One can show that for \( k = n \) the above definition coincides with the standard definition of PRGs [51].

III. A PSEUDOENTROPY GENERATOR FROM WORST-CASE HARDNESS

In this section we show how to construct a metric pseudoentropy generator from a function \( f \) that is hard for SVN circuits. As discussed in the introduction, the idea is to show that if a code \( \mathcal{C} \) is locally list recoverable, then the symbol at a random coordinate of \( \mathcal{C}(f) \) has high Yao pseudoentropy, where we identify \( f \) with its truth table in \( \{0,1\}^n \). This then implies that it must also have high metric pseudoentropy by Lemma 16.

Let \( f : \{0,1\}^n \rightarrow \{0,1\} \) be such that every SVN circuit computing \( f \) has size at least \( n^{1-\alpha_0} \) for some constant \( \alpha_0 < \frac{1}{6} \). That is, \( \text{size}_{\text{SVN}}(f) \geq n^{1-\alpha_0} \). Let

\[
\mathcal{C} : \{0,1\}^n \rightarrow \Sigma^m
\]

be some error correcting code. Define \( G_f : [m] ightarrow \Sigma \equiv \{0,1\}^{\log[2]} \) so that

\[
G_f(z) = C(f)_z.
\]

**Theorem 19.** Keeping the above notation, let \( \varepsilon,\alpha \) be constants such that \( \varepsilon > 0 \) and \( \alpha_0 < \alpha < \frac{1}{7} \). Assume \( \mathcal{C} \) is \((Q,\varepsilon,\ell,s_{\mathcal{C}})\) locally list recoverable so that \( s_{\mathcal{C}} = O(n^{1-\alpha}) \), and \( \frac{2^{1-\varepsilon}}{7} \geq s_0 \) for some \( s_0 = O(\log |\Sigma|) \). Then \( G_f \) is a strong \((k,s,\varepsilon)\) metric PEG for \( k = \frac{\log \ell}{2} \) and \( s = O \left( \frac{n^{1-\alpha}}{Q} \right) \).

The important points to note about the above theorem is that the pseudoentropy \( k \) of the output distribution corresponds to the size of the lists, the agreement \( \varepsilon \) that the code can handle is equivalent to the error of the pseudoentropy, and if \( Q \) is small, the hardness \( s \) of \( f \) corresponds to the hardness of the output distribution. We can show there exists a code with the desired parameters.

**Theorem 20.** For any positive integer \( n \) and any constants \( 0 < \varepsilon < 1 \) and \( 0 < \alpha \leq \frac{1}{7} \), there is a code \( \mathcal{C} : \{0,1\}^n \rightarrow \Sigma^m \) with \( \log |\Sigma| = O(n^{1-5\alpha}) \) and \( m = O(n^{2\alpha}) \) that is \((Q,\varepsilon,\ell,s_{\mathcal{C}})\) locally list recoverable for \( Q = O(n^{2\alpha}) \), \( \ell = 2^{n^{1-\alpha}} \) and \( s_{\mathcal{C}} = n^{1-\alpha} \).

The idea behind the construction is relatively simple. We modify a constant rate locally list decodable code (that can handle \( \varepsilon \) agreement) by concatenating every \( n^{1-O(\alpha)} \) consecutive symbols into a single symbol. This results in a code with about \( n^{O(\alpha)} \) coordinates and about \( n^{1-O(\alpha)} \) bits per coordinate. An \( \varepsilon \) agreement in the consolidated symbols implies an \( \varepsilon \) agreement in the original LDC symbols. The important points to note are that the number of seeds of the PEG is equal to the number of coordinates in the code, and the output length is equal to the number of bits used per coordinate.

Combining Theorem 20 with Theorem 19 gives the following.

**Theorem 21.** For any constant \( \varepsilon > 0 \) and every positive integer \( n \) the following holds. Assume

\[
f : \{0,1\}^{\log n} \rightarrow \{0,1\}^n
\]

is such that \( \text{size}_{\text{SVN}}(f) > n^{1-\alpha_0} \) for some constant \( \alpha_0 < \frac{1}{4} \). Let \( \alpha \) be any constant such that \( \alpha_0 < \alpha < \frac{1}{7} \). Then, there exists a function

\[
G_f : \{0,1\}^d \rightarrow \{0,1\}^a
\]

that is a \((k,s,\varepsilon)\) SVN metric PEG for \( k = \frac{n^{1-7\alpha}}{2}, s \geq n^{1-4\alpha}, d = 5\alpha \log n + O(\log \log n) \) and \( a = O(n^{1-5\alpha}) \).

Given oracle access to \( f \), the support of \( G_f \) takes \( O(n) \) time to compute. Moreover, if \( f \in \text{DTIME}(n^{\varepsilon f}) \) for some \( \varepsilon_f \geq 1 \), the support of \( G_f \) can be computed in time \( O(n^{\varepsilon_f+1}) \).

IV. DERANDOMIZING ALGORITHMS THAT ERR RARELY

Intuitively, a distribution with high pseudoentropy is computationally indistinguishable from a distribution with a large support. Moreover, a distribution with large support
will contain many strings that lead to a correct answer for an algorithm that errs rarely. Thus our PEG is sufficient to provide a derandomization of such algorithms.

**Lemma 22.** There exists a constant $c \geq 1$ such that the following holds. For positive integers $u$ and $t \geq n$, let $L \subseteq \{0,1\}^u$ and let $A: \{0,1\}^n \times \{0,1\}^t \rightarrow \{0,1\}$ be a probabilistic algorithm running in time $t$ for which there exists $B = B(t)$ such that for every $x \in \{0,1\}^n$,

$$\Pr_{y\sim U_n}[A(x,y) \neq L(x)] \leq \frac{1}{2^t}.$$

Let $G: \{0,1\}^d \rightarrow \{0,1\}$ be a $(k,s,\varepsilon = 1/8)$ metric PEG for $s = c t \log t$ and $k \geq \log B + 3$.

Then, there exists a deterministic algorithm $A_D: \{0,1\}^n \rightarrow \{0,1\}$ that accepts $L$ and runs in time $2^d t + t_P$, where $t_P$ is for computing $\text{Supp}(G)$ and can be precomputed for all algorithms with running time $t$.

Combining Lemma 22 and Theorem 21, we get the following corollary.

**Corollary 23.** There exists a constant $\tilde{c} \geq 1$ such that the following holds for all positive integers $n$ and $t \geq n$. Assume that for every positive integer $w$ there exists a function $f: \{0,1\}^w \rightarrow \{0,1\}$ computable in deterministic time $2^{c_f w}$ for some $c_f \geq 1$, for which $\text{size}_{\text{SVN}}(f) > 2^t \cdot 2^{-\alpha_0 w}$ for some universal constant $\alpha_0 < 1$. Fix any $\alpha$ such that $\alpha_0 < \alpha < \frac{1}{2}$.

Let $L \subseteq \{0,1\}^u$ and let $A: \{0,1\}^n \times \{0,1\}^t \rightarrow \{0,1\}$ be a probabilistic algorithm running in time $t$ such that for every $x \in \{0,1\}^n$,

$$\Pr_{y\sim U_n}[A(x,y) \neq L(x)] \leq 2^{-t + t^{1-\varepsilon/2}}.$$

Then, there exists a deterministic algorithm $A_D: \{0,1\}^n \rightarrow \{0,1\}$ that accepts $L$ and runs in time $t^{1+\varepsilon/2} + t_P$, where the $t_P = t^{1+c_f + O(\alpha)}$ term corresponds to a step that can be precomputed for all algorithms with running time $t$.

That is, the derandomization slowdown of every randomized algorithm running in time $t$ which errs with probability at most $2^{-t + t^{1-\varepsilon/2}}$, under our complexity-theoretic assumptions, is at most $t^{O(\alpha)}$.

V. Extracting Randomness from Pseudoentropy

We now discuss how to extract pseudorandomness from metric pseudoentropy. To do so, we require hardness against circuits with additional power. Recall the definition of DensityApprox gates from Definition 8. Let metric* be as in Definition 12, except the distinguisher $D$ is now allowed to use DensityApprox gates as well. We denote $H^{\text{metric}^*}_{s,\varepsilon}(X)$ as the metric* pseudoentropy.

Given a distribution that is hard for distinguishers with oracle access to DensityApprox$_\varepsilon$ gates, extraction yields pseudorandomness.

**Lemma 24.** For all positive integers $s,t,n,k,d,m$ and a constant $\varepsilon > 0$ the following holds. Suppose $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ is a $(k - \log \frac{1}{2}, \varepsilon)$ extractor so that for every $x \in \{0,1\}^n$, $\text{Ext}(x, \cdot)$ is computable by a circuit of size $t$. Let $X$ be a random variable distributed over $\{0,1\}^n$ so that $H^{\text{metric}^*}_{s,\varepsilon}(X) \geq k$ for $s' = O(s + t)$. Then, $\text{Ext}(X,U_d)$ fools circuits of size $s$.

The proof idea for this is relatively simple. Consider any distinguisher $A$ for the final output distribution. Since an extractor is a sampler, there is only a small set $\mathcal{B} \subset \{0,1\}^n$ of inputs to the extractor for which for every $x \in \mathcal{B}$, $|\mathbb{E}_{z\sim U_{\mathcal{B}}}[\text{Ext}(x,y)]| - |\mathbb{E}_{z\sim U_{\mathcal{B}}}[\text{Out}(z)]| \geq \varepsilon$. If $A$ distinguished $\text{Ext}(X,U_d)$ from uniform, then the set $\mathcal{B}$ must have been overrepresented in the support of $X$. Thus, the distinguisher that outputs 1 on $B$ is a contradiction to the characterization of metric pseudoentropy given in Lemma 13. To construct such a distinguisher, we use the DensityApprox$_\varepsilon$ gate to find the density of $A(\text{Out}(x,y))$ for any $x$, and compare it to the value $|\mathbb{E}_{z\sim U_{\mathcal{B}}}[\text{Out}(z)]|$, which can be hardwired as advice. Finally, we note that in order to construct a PEG that outputs high metric* pseudoentropy using our techniques, it suffices to add to the hardness assumption that $f$ is hard for circuits with oracle access to DensityApprox$_\varepsilon$ gates.

VI. Extractors With Near-Optimal Seed Length

Since our pseudoentropy generator has an incredibly small seed length of $O(\alpha) \cdot \log n$, in order to obtain our final PRG with nearly optimal seed length, it suffices to construct an extractor with near-optimal (in $n$) seed that supports min-entropy $n^{1-\alpha}$ for every $\alpha < \frac{1}{2}$. Specifically, for $\varepsilon = n^{-\alpha(1)}$, we construct an extractor with seed length $(1 + O(\alpha)) \log n$. A very similar construction was given in [47], but there the analysis was only done for a constant entropy rate.

**Theorem 25.** There exists a constant $c \geq 1$ such that the following holds for any constant $\alpha < \frac{1}{2}$. The function $\text{Ext}: \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ above is an explicit strong $(k,\varepsilon)$ extractor for every positive integer $n$, $k \geq n^{1-\alpha}$ and $\varepsilon \geq \frac{cn^{-\alpha}}{n^{1-2\alpha}}$, where $d = (1 + c) \log n + c \log(\frac{1}{\varepsilon})$ and $m = \frac{n^{1-\alpha}}{\varepsilon}$. 

VII. PRGs With Nearly Optimal Slowdown

We are now ready to present our final PRG. We first note that although we mentioned in Section V that we use hardness against circuits with oracle access to DensityApprox$_\varepsilon$ gates, one can simulate the output of such a gate with random sampling (with some error probability). Thus, we state our final PRG theorem in terms of hardness against randomized SVN circuits.
Theorem 26. There exists a constant $c \geq 7$ such that the following holds for every positive integer $n$ and a constant $\epsilon > 0$. Assume $f : \{0,1\}^{\log n} \rightarrow \{0,1\}$ requires randomized SVN circuits for error $\delta$, of size $n^{1-\alpha_0}$ for some universal constant $\alpha_0 < \frac{1}{2}$, and $\delta = 2^{-\log^c n}$ for an arbitrary constant $c'$. Let $\alpha$ be any constant such that $\alpha_0 < \alpha \leq \frac{1}{\epsilon}$. Then, there exists a function $\mathcal{G}_f^\gamma : \{0,1\}^{(1+c_\alpha)\log s} \rightarrow \{0,1\}^s$ which is an $\epsilon$-PRG against circuits of size $s = n^{1-c\alpha}$. The support of $\mathcal{G}_f^\gamma$ can be computed in time $s^{1+c_\alpha}$ given oracle access to the truth table of $f$. Moreover, if $f \in \text{DTIME}(s^{c_f})$ for some $c_f \geq 1$ then the support of $\mathcal{G}_f^\gamma$ can be computed in time $s^{1+c_\alpha}$ for $\gamma = \max\{2+c_\alpha, c_f+1\}$.

Theorem 2 readily follows from the above PRG.

VIII. LOWER ERROR PEGS AND PRGS

By constructing a locally list recoverable code with smaller error, we can get PEGs and PRGs with error $n^{-\gamma}$ for a small constant $\gamma$. Overall, the resulting PEGs and PRGs have seed lengths $O(\gamma \cdot \log n)$ and $(1+O(\gamma)) \log n$, respectively. Such an error is optimal, up to the constant multiplicative factors, as the seed length must be at least $\log(1/\epsilon)$ (and for PRGs, at least $\log(n/\epsilon)$).

As the extractor presented in Section VI already achieves $n^{-\gamma}$ error for a sufficiently small $\gamma$, the main challenge is to construct a list recoverable code that can handle $n^{-\gamma}$ agreement. As before, we take the length-$n$ truth table of a hard function $f$, encode it via a locally list decodable code, and consolidate the symbols of the code into symbols of size $n^{1-O(\alpha)}$ each. Previously, we showed that by simply concatenating consecutive symbols (or, “folding”), an $\epsilon$ agreement in the consolidated symbols implies an $\epsilon$ agreement in the original LDC symbols. The same technique does not work when $\epsilon = n^{-\gamma}$, as current locally decodable codes have bad dependence on $\epsilon$ and so we incur a large blowup in parameters.

The idea is to instead consolidate symbols in such a manner that wherever the small $n^{-\gamma}$ fraction of good larger symbols might be, at least 1/3 fraction of the original symbols are contained in at least one of the good larger symbols. Samplers with $n^{-\gamma}$ error naturally satisfy such a requirement (in fact, even their one-sided version, called hitters, suffices). For this to make sense, we need the decoder circuit to be hardwired with information about which lists are good. This is yet another place where we leverage the non-uniform nature of our decoding, recalling that the good lists are only a function of the hard function itself.

We note that using expander- (or sampler-) based transformations in coding theory is quite common, and can be found in several other works, e.g., in [32], [33], [52]–[55].

Theorem 27. There exists a constant $b > 1$ such that the following holds. For any positive integer $n$, constant $0 < \alpha \leq \frac{1}{2}$, and $\gamma = \frac{\alpha}{2}$, there exists a code $\mathcal{C} : \{0,1\}^n \rightarrow \Sigma^m$ with $\log |\Sigma| = O(n^{1-\gamma \alpha})$ and $m = O(n^{\delta_0})$ that is $(Q, \epsilon, \ell, s_C)$ locally list recoverable for $Q = O(n^{2\alpha})$, $\epsilon = \frac{2}{\ell^7}$, $\ell = 2^{n^{1-\gamma \alpha}}$ and $s_C = n^{1-\alpha}$.

Again, in the same vein as before, the existence of such a code implies the desired PEG and PRG.

Corollary 28. There exists a constant $b > 1$ such that the following holds. For any positive integer $n$, assume $f : \{0,1\}^{\log n} \rightarrow \{0,1\}$ is such that $\text{size}_{\text{SVN}}(f) > n^{1-\alpha_0}$ for some constant $\alpha_0 < \frac{1}{2}$. Let $\alpha$ be any constant such that $\alpha_0 < \alpha \leq \frac{1}{\epsilon}$. Then, there exists a function $G_f^\gamma : \{0,1\}^d \rightarrow \{0,1\}^a$ that is a $(k, s, \epsilon)$ SVN metric PEG for $\epsilon = \frac{2}{\ell^7}$, $k = n^{1-\gamma \alpha}$, $s \geq n^{1-4\alpha}$, $d = 6\alpha \log n + O(\log \log n)$ and $a = O(n^{1-\gamma \alpha})$.

Given oracle access to $f$, the support of $G_f^\gamma$ takes $O(n)$ time to compute. Moreover, if $f \in \text{DTIME}(n^{c_f})$ for some $c_f \geq 1$, the support of $G_f^\gamma$ can be computed in time $O(n^{(c_f+1)+\alpha})$.

Theorem 29. There exists a constant $c \geq 7$ such that the following holds for every positive integer $n$. Assume $f : \{0,1\}^{\log n} \rightarrow \{0,1\}$ requires randomized SVN circuits for error $\delta$, of size $n^{1-\alpha_0}$ for some universal constant $\alpha_0 < \frac{1}{2}$, and $\delta = 2^{-\log^c n}$ for an arbitrary constant $c'$. Let $\alpha$ be any constant such that $\alpha_0 < \alpha \leq \frac{1}{\epsilon}$. Let $\gamma = \frac{2}{\ell^7}$, and let $\epsilon = c \cdot n^{-\gamma}$. Then, there exists a function $\mathcal{G}_f^\gamma : \{0,1\}^{(1+c_\alpha)\log s} \rightarrow \{0,1\}^s$ which is an $\epsilon$-PRG against circuits of size $s = n^{1-c_\alpha}$. The support of $\mathcal{G}_f^\gamma$ can be computed in time $s^{1+c_\alpha}$ given oracle access to the truth table of $f$. Moreover, if $f \in \text{DTIME}(s^{c_f})$ for some $c_f \geq 1$ then the support of $\mathcal{G}_f^\gamma$ can be computed in time $s^{1+c_\alpha}$ for $\zeta = \max\{2+c_\alpha, c_f+1\}$.
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