Indistinguishability by adaptive procedures with advice, and lower bounds on hardness amplification proofs
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Abstract—We study how well can \( q \)-query decision trees distinguish between the following two distributions: (i) \( R = (R_1, \ldots, R_N) \) that are i.i.d. indicator random variables, (ii) \( X = (R|R \in A) \) where \( A \) is an event s.t. \( \Pr[R \in A] \geq 2^{-a} \). We prove two lemmas:

- **Forbidden-set lemma**: There exists \( B \subseteq [N] \) of size \( \text{poly}(a, q, \frac{1}{\epsilon}) \) such that \( q \)-query trees that do not query variables in \( B \) cannot distinguish \( X \) from \( R \) with advantage \( \eta \).
- **Fixed-set lemma**: There exists \( B \subseteq [N] \) of size \( \text{poly}(a, q, \frac{1}{\epsilon}) \) and \( v \in \{0,1\}^B \) such that \( q \)-query trees do not distinguish \( (X|X_B = v) \) from \( (R|R_B = v) \) with advantage \( \eta \).

The first can be seen as an extension of past work by Edmonds, Impagliazzo, Rudich and Sgall (Computational Complexity 2001), Raz (SICOMP 1998), and Shaltiel and Viola (SICOMP 2010) to adaptive decision trees. It is independent of recent work by Meir and Wigderson (ECCC 2017) bounding the number of \( i \in [N] \) for which there exists a \( q \)-query tree that predicts \( X \) from the other bits.

We use the second, fixed-set lemma to prove lower bounds on black-box proofs for hardness amplification that amplify hardness from \( \delta \) to \( \frac{1}{2} - \epsilon \). Specifically:

- **Reductions must make** \( q = \Omega(\log(1/\delta)/\epsilon^2) \) queries, implying a “size loss factor” of \( q \). We also prove the lower bound \( q = \Omega(\log(1/\delta)/\epsilon) \) for “error-less” hardness amplification proofs, and for direct-product lemmas. These bounds are tight.

- **Reductions can be used to compute Majority on** \( \Omega(1/\epsilon) \) bits, implying that black box proofs cannot amplify hardness of functions that are hard against constant depth circuits (unless they are allowed to use Majority gates).

Both items extend to pseudorandom-generator constructions.

These results prove 15-year-old conjectures by Viola, and improve on three incomparable previous works (Shaltiel and Viola, SICOMP 2010; Gutfreund and Rothblum, RANDOM 2008; Artemenko and Shaltiel, Computational Complexity 2014).
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I. INTRODUCTION

In this paper we develop tools to bound the ability of adaptive procedures that make few queries to distinguish between an i.i.d. distribution on which the procedure “receives small advice” and the original i.i.d. distribution. We then use these tools to prove tight lower bounds on hardness amplification proofs.

A. Adaptive procedures that receive small advice

Let \( R = (R_1, \ldots, R_N) \) be a collection of i.i.d. indicator random variables. Suppose that “a bits of advice” are given about \( R \). That is, let \( A \subseteq \{0,1\}^N \) be an event with \( \Pr[R \in A] \geq 2^{-a} \), and let \( X = (R|R \in A) \).

We can think of \( X \) as “the way that \( R \) appears to an adversary that received \( a \) bits of information on \( R \)”. We are interested in the following question:

**How well can a decision tree making \( q \) queries distinguish between \( X \) and \( R \)?**

For simplicity, let us focus on the case where each bit \( R_i \) is uniformly distributed. (In some sense, made precise later, this is w.l.o.g.). It is instructive to consider the following two examples:

- **Bad bits**: Consider \( A = \{ r : r_1 = 0 \} \), then \( \Pr[R \in A] = 2^{-a} \) for \( a = 1 \), and \( R_1 \) is a random coin, whereas \( X_1 \) is the constant zero. In other words, \( R_1 \) and \( X_1 \) are far in statistical distance. Consequently, there exists a 1-query decision tree that distinguishes \( R \) from \( X \) with large advantage. (By advantage, we refer to the difference between the probabilities that the decision tree accepts in the two experiments).

- **Pointer chasing**: Let \( N = \ell + 2^\ell \), and for \( r \in \{0,1\}^N \), we write \( r = (r^1, r^2) \) where \( |r^1| = \ell \) and \( |r^2| = 2^\ell \). We can interpret \( r^1 \in \{0,1\}^\ell \) as a number \( r^1 \in [2^\ell] \) and consider \( A = \{ r : r^2_1 = 0 \} \). Namely, that the bit that \( r^1 \) “points to” in \( r^2 \) is fixed to zero. Once again, \( \Pr[R \in A] = 2^{-a} \) for
Let $a = 1$. Note that an $(\ell + 1)$-query decision tree $P$, that queries the bits of $r^2$ and “follows the pointer” to decide which query to ask in $r^2$, distinguishes $R$ from $X$ with large advantage.

The two examples point out a distinction between two types of “local procedures”: Adaptive procedures are general decision trees, that can decide on their next query based on the answers to past queries. We say that a $q$-query decision tree $P$ is nonadaptive, if there exists a set $Q \subseteq [N]$ of size $q$, and a function $f_P$ such that $P(x) = f_P(x_Q)$ (namely, if all “computation paths” of $P$ query the variables in $S$ in some order).

It is interesting to note that a $q$-query nonadaptive decision tree cannot substantially distinguish $R$ from $X$ in the case of “pointer chasing” even if $q$ approaches $2^{\ell}$, whereas an adaptive $(\ell + 1)$-query decision tree can.

1) Settings in which $X$ and $R$ are indistinguishable by shallow decision trees: We would like to identify settings in which we can argue that adaptive/nonadaptive $q$-query decision trees cannot substantially distinguish $X$ from $R$. Given the two examples above, we need additional constraints. We discuss two settings, the second of which is introduced in this paper.

- **Forbidden sets**: Here one forbids decision trees from querying variables in a certain small “forbidden set” $B \subseteq [N]$. One shows that decision trees that do not make queries in $B$ cannot substantially distinguish $R$ from $X = (R|R \in A)$.

Loosely speaking, this means that except for a few “damaged variables” one can assume that $X$ is composed of i.i.d. variables (at least from the point of view of a shallow decision tree).

- **Fixed sets**: Here one fixes the variables in a certain small “fixed set” $B \subseteq [N]$ to some value $v$, and considers the conditional distributions $R' = (R|R_B = v)$ and $X' = (X|X_B = v) = (R|R_B = v, R \in A)$. One shows that no decision tree can substantially distinguish $X'$ from $R'$, even if the tree queries variables in $B$.

Loosely speaking, this means that we can “get rid” of correlations between bits of $X$ (at least from the point of view of a shallow decision tree) if we are willing to fix few “damaged variables”.

In both cases, given integer parameters $N, q, a$, and an event $A$ such that $Pr[R \in A] \geq 2^{-a}$, we will want that $B$ is of size $b = \text{poly}(a, q, \frac{1}{\eta})$ where $\eta > 0$ is measuring the required statistical distance. (It can be easily observed by extending the “bad bits example” that we cannot expect $b = o(\frac{a q}{\eta})$).

2) Past work on nonadaptive procedures: A well-known lemma states that if we have $N$ i.i.d. random variables and we condition on an event that has not too small probability, then most variables are still close to uniform.

**Lemma I.1.** Let $N, a$ be integers. Let $R = (R_1, \ldots, R_N)$ be i.i.d. indicator random variables, let $A \subseteq \{0,1\}^N$ be an event such that $Pr[R \in A] \geq 2^{-a}$, and let $X = (R|R \in A)$. For every $\eta > 0$, there exists a set $B \subseteq [N]$ of size $O(a/\eta^2)$, such that for every $i \in [N] \setminus B$, $R_i$ and $X_i$ are $\eta$-close.

Lemma I.1 has found many applications in a wide variety of contexts, see for example the 12 references in [1]. In our terminology, Lemma I.1 is a forbidden set lemma for $q = 1$. An extension of Lemma I.1 to $q > 1$ was given by Shaltiel and Viola [2], and is stated next.

**Lemma I.2** ([2]). Let $N, a, q$ be integers. Let $R = (R_1, \ldots, R_N)$ be i.i.d. indicator random variables, let $A \subseteq \{0,1\}^N$ be an event such that $Pr[R \in A] \geq 2^{-a}$, and let $X = (R|R \in A)$. For every $\eta > 0$, there exists a set $B \subseteq [N]$ of size $O(a \cdot q/\eta^2)$, such that for every $Q \subseteq [N] \setminus B$ of size $q$, $R_Q$ and $X_Q$ are $\eta$-close.

Lemma I.2 and so in particular Lemma I.1 can already be obtained from the techniques in the 1991 paper [3]. A proof will also be given later in this paper.

In our terminology, Lemma I.2 is a forbidden set lemma for nonadaptive $q$-query decision trees. Namely, it says that for every nonadaptive $q$-query decision tree $P$ that does not make queries in $B$, $P$ does not distinguish $X$ and $R$ with advantage $\eta$.

The extension of Lemma I.1 to larger $q$ given by Lemma I.2 has also found several applications. The application in [2] concerns the complexity of hardness amplification proofs. This application is also a main motivation for this work and is discussed in detail below in Section I-B. Lemma I.2 has also found application in data-structure lower bounds, see [4, 5].

A significant shortcoming of Lemma I.2 is that it only applies to non-adaptive decision trees. As a consequence, several applications of this result are also proved only in the non-adaptive setting. For example, the bounds in [2] on the complexity of hardness amplification proofs only apply to non-adaptive procedures. Although some of the available hardness amplification proofs are indeed non-adaptive, others are not. This point is discussed further in Section I-B2.

In the area of data structures, some of the lower bounds obtained using Lemma I.2 were later generalized.

1Here, distance is statistical distance, namely, two distributions are $\eta$-close if the probabilities they assign to every event differ by at most $\eta$. 
to the adaptive setting [4, 6]. However, in some cases this generalization is not yet available. For example, [5] proves a non-adaptive lower bound for the matching brackets problem, and this is not known in the adaptive setting.

Therefore, it will be desirable to extend Lemma I.2 to handle general, adaptive decision trees. In this paper we obtain such an extension. In fact, we shall prove two extensions. The first is closest to the setting of Lemma I.2 and gives a “forbidden set”. However when applying this version, several technical difficulties arise because of adaptive procedures that may query the forbidden set in complicated ways. So we prove a “fixed-set” extension, where these difficulties disappear. We then discuss our main application to hardness amplification proofs. We believe that the results in this paper will also be useful in the study of data structures.

3) A forbidden set lemma for adaptive decision trees:
In this paper we prove a forbidden set lemma for adaptive decision trees.

Lemma I.3 (Forbidden set lemma for adaptive decision trees). Let $N, a, q$ be integers. Let $R = (R_1, \ldots, R_N)$ be i.i.d. indicator random variables, let $A \subseteq \{0, 1\}^N$ be an event such that $\Pr[R \in A] \geq 2^{-a}$, and let $X = \langle R \mid R \in A \rangle$. For every $\eta > 0$, there exists a set $B \subseteq [N]$ of size $O\left(\frac{\eta \cdot a^2}{\log a^2}\right) = \text{poly}(a, q, \frac{1}{\eta})$, such that for every $q$-query decision tree $P$ that does not make queries in $B$, $P(R)$ and $P(X)$ are $\eta$-close.

In the full version we also prove an extension of this lemma where the tree may query variables in $B$ with small probability.

It is illustrative to note that in the case of the “pointer chasing” example, the forbidden set lemma must put (many of) the “pointer bits” in $B$ (as otherwise an adaptive decision tree can distinguish by querying the “pointer bits”).

Lemma I.3 is independent of recent work by Meir and Wigderson, see Corollary 1.5 in [1], and the follow-up work [7]. They prove a result similar to Lemma I.3 but for unpredictability rather than indistinguishability. Specifically, they show that every variable $X_i$ except those in a set $B_{MW}$ of $O(ab/\epsilon^3)$ variables has the following property: no adaptive decision tree making $q$ queries to other variables can predict $X_i$ with advantage more than $\epsilon$ over random guessing. We elaborate more on the difference between the works in the full version.

4) A fixed set lemma for adaptive decision trees:
Forbidden set lemmas have the drawback that they guarantee nothing in case the decision tree does make queries in $B$. This is unavoidable, as can be seen by the “bad bits” and “pointer chasing” examples. In this paper we propose the idea of fixed set lemmas where $X$ is further conditioned to the distribution $X'$ by fixing the variables in some set $B$. A corresponding conditioning is applied to $R$ to obtain $R'$, whose bits are independent, $|B|$ of them are fixed, and the rest are unaltered. Then, even decision trees that make queries in $B$ cannot distinguish $R'$ and $X'$. We prove the following fixed set lemma for adaptive decision trees.

Lemma I.4 (Fixed set lemma for adaptive decision trees). Let $N, a, q$ be integers. Let $R = (R_1, \ldots, R_N)$ be i.i.d. indicator random variables, let $A \subseteq \{0, 1\}^N$ be an event such that $\Pr[R \in A] \geq 2^{-a}$, and let $X = \langle R \mid R \in A \rangle$. For every $\eta > 0$, there exists a set $B \subseteq [N]$ of size $\leq O\left(\frac{a \cdot q}{\eta^2}\right)$, and $v \in \{0, 1\}^B$, such that for $R' = (R | R_B = v)$ and $X' = (X | X_B = v) = (R | R_B = v, R \in A)$, and every $q$-query decision tree $P$, $P(R')$ and $P(X')$ are $\eta$-close.

In the full version we explain how to reduce the size bound on $B$ in Lemma I.4 from $O(a \cdot q / \eta^2)$ to $O(a \cdot q / \eta)$.

This loosely means that if the application allows us to fix few bits of $X$, then we need not worry about trees that make queries in $B$.

We note that one can’t derive a fixed set lemma from a forbidden set lemma by fixing the bits in $B$. For example, consider the “pointer chasing” example. A forbidden set lemma may choose $B$ to be the “pointer bits” (namely $B = \{1, 2, \ldots, \ell\}$). However, if these bits get fixed, then the bit they point to is also fixed and not in $B$, and thus a 1-query decision tree can distinguish. By using pointer chasing with several layers, this example can be extended to show that even after many applications of a nonadaptive lemma, and fixing the bad bits, one does not obtain a fixed set lemma.

Remark I.5. Stefano Tessaro pointed out the similarity between Lemma I.4 and results in cryptography related to random oracles with auxiliary input: Theorem 2 in [8] (cf. Theorem 1 in [9]) and Lemma 1 in [10]. These results seem incomparable to Lemma I.4. Lemma 1 in [10] roughly proves that the distribution $X$ in Lemma I.4 is indistinguishable by shallow decision trees from a convex combination of distributions of the form $R | R_B = v$. Instead, in Lemma I.4 we show that the distribution $(X | X_B = v)$ is indistinguishable from the single distribution $R | R_B = v$. Another difference is that actually Lemma 1 in [10] is not stated for $X$ but rather for an “average conditioning” of $R$, modeled as an adversary who is given $f(R)$, for a function $f$ with bounded output length, and can make few queries to $R$. 958
B. Hardness amplification

Hardness amplification is a technique to transform "hard functions" into "harder functions". It is closely related to error-correcting codes and plays a fundamental role in complexity theory, derandomization, and cryptography. We give a brief survey of the aspects that are most relevant to this work. For additional background we refer the reader to Chapter 17 "Hardness Amplification and Error Correcting Codes" in the textbook [11], and to the discussion in [2].

Hardness amplification results in the complexity theoretic literature have the following black-box form: Given a function \( f \), there is a "construction map" that produces a function \( \text{Con}_f \). The proof provides a "reduction" \( \text{Red} \), that converts an "adversary" \( D \) that "breaks" the (strong hardness) of \( \text{Con}_f \), into an "adversary" \( C \) that "breaks" the (weaker hardness) of the original function. A precise definition follows:

**Definition I.6** (Black-box hardness amplification). \(^2\) We say that two functions \( h_1, h_2 \) on the same finite domain \( W \), \( p \)-agree if \( \Pr_{x \in W} [h_1(x) = h_2(x)] \geq p \).

A \( \delta \to (\frac{1}{2} - \epsilon) \) black-box hardness amplification with input lengths \( k \) and \( n \), and list size \( 2^0 \) is a pair \((\text{Con}, \text{Red})\) such that:

- A construction \( \text{Con} \) is a map from functions \( f : \{0,1\}^k \to \{0,1\} \) to functions \( \text{Con}_f : \{0,1\}^n \to \{0,1\}^1 \).
- A reduction \( \text{Red} \) is an oracle circuit \( \text{Red}^\alpha(x, \alpha) \) that accepts two inputs: \( x \in \{0,1\}^k \) and \( \alpha \in \{0,1\}^a \) (we call \( \alpha \) a "nonuniform advice string"). \( \text{Red} \) also receives oracle access to a function \( D : \{0,1\}^n \to \{0,1\}^1 \).

We require that for all functions \( f : \{0,1\}^k \to \{0,1\} \) and \( D : \{0,1\}^n \to \{0,1\}^1 \) such that \( D (\frac{1}{2} + \epsilon) \)-agrees with \( \text{Con}_f \), there exists \( \alpha \in \{0,1\}^a \) such that \( \text{Red}^\alpha (., \alpha) (1 - \delta) \)-agrees with \( f \).

Note that for if \( \delta < 2^{-k} \) then it follows that \( \text{Red}^\alpha (., \alpha) 1 \)-agrees with \( f \), which means \( \text{Red}^\alpha (., \alpha) = f \).

A reduction (or proof) is nonadaptive if the queries \( \text{Red} \) makes to the oracle are nonadaptive.

The following specific "construction maps" are extensively studied in the literature:

- Yao’s XOR Lemma: Let \( n = t \cdot k \) for a parameter \( t \) and \( \text{Con}_f(x_1, \ldots, x_t) = f(x_1) \oplus \cdots \oplus f(x_t) \).

This is the "mother" of all hardness amplifications, dating back to oral presentations by Yao in the 80's, cf. [12]. To give an example setting of parameters, one can start with \( \delta \) constant and then the hardness parameter \( \epsilon \) decays exponentially with \( t \).

- **Direct product Lemma**: Let \( n = t \cdot k \) and \( \text{Con}_f(x_1, \ldots, x_t) = (f(x_1) \circ \cdots \circ f(x_t)) \). Such results are called "Concatenation Lemma" or "Direct product lemma". Note that here, \( \text{Con}_f \) is nonboolean and outputs \( t \) bits, and consequently \( \frac{1}{2} + \epsilon \) should be replaced with \( 2^{-t} + \epsilon \).

- **Local list-decodable codes**: Let \( K = 2^k, N = 2^n \) and \( \text{Con}_f(y) = \text{Enc}(f)_y \) where \( \text{Enc} : \{0,1\}^K \to \{0,1\}^N \) is an encoding map for a binary error-correcting code, and we view the function \( f : \{0,1\}^k \to \{0,1\}^t \) as a \( K \)-bit string that is the truth table of \( f \). In fact, for \( \delta = 0 \), it is necessary that \( \text{Enc} \) is a "locally decodable, list-decodable code", and \( \text{Red} \) is a "local list decoding algorithm". The connection between such codes and hardness amplification is established in [13], where it is also said that is was observed independently by other researchers (see [13]).

We note that black-box hardness amplification indeed lets us amplify hardness. In short, this is because if there exists a small circuit \( D \) that \( (\frac{1}{2} + \epsilon) \)-agrees with \( \text{Con}_f \) then the reduction gives a procedure of the form \( \text{Red}^\alpha (., \alpha) \) which \( (1 - \delta) \)-agrees with \( f \). Now, if \( \text{Red}^\alpha (., \alpha) \) is also a small circuit then this gives a larger circuit \( C(\cdot) = \text{Red}^\alpha (., \alpha) \) that \( (1 - \delta) \)-agrees with \( f \).

If the latter is impossible, because we started with a circuit \( f \) that is sufficiently hard, we have reached a contradiction, which means that \( D \) does not exist.

It is evident from this argument that to obtain hardness against a circuit class \( D \) one needs to start from hardness against the larger circuit class \( \text{Red}^\alpha \). The complexity of this class depends on the complexity of \( \text{Red} \) and on the number of queries that \( \text{Red} \) is allowed to make. Thus a natural question, and a main focus of this paper, is what is the complexity of \( \text{Red} \), and how many queries are required.

\( \text{Red} \) requires \( \text{TC}^0 \). Fifteen years ago Viola [14, 15] made several conjectures regarding the complexity of hardness amplification. Informally, he conjectured that the smallest circuit class that can prove hardness amplification with \( \epsilon = 1/n \) is the class \( \text{TC}^0 \) of constant-depth circuits with majority gates. This is problematic because (1) lower bounds against \( \text{TC}^0 \) are a long-standing open problem in circuit complexity, (2) the "Natural Proofs" barrier [16, 17, 18] indicates that achieving such bounds will be very difficult, and (3) average-case hardness with
\( \epsilon = 1/n \) is required for several important applications such as the construction of pseudorandom generators ala Nisan [19], and deriving further lower bounds via the so-called “discriminator lemma” [20].

This is especially frustrating because for several important circuit classes, such as constant-depth circuits with \( \mod p \) gates for prime \( p \), or constant-depth circuits with a limited number of Majority gates, explicit hard functions are known, and in fact even functions with hardness \( 1/2 - o(1) \). However, we can’t use hardness amplification to amplify the hardness to the point where we could use it to construct pseudorandom generators or infer additional lower bounds. For classes such as constant-depth circuits with parity gates the best known pseudorandom generators have very poor seed length of the form \( m(1 - o(1)) \) where \( m \) is the output length [21].

More specifically, [15] conjectures that every circuit class that can prove hardness amplification to hardness \( 1/2 - 1/e \) can compute majority on \( \Omega(1/e) \) bits, and must use \( \Omega(1/e) \) queries. A more precise conjecture on the number of queries is \( \Omega(\log(1/\delta)/\epsilon^2) \). Special cases of these conjectures are proved in [15] and in subsequent works [22, 2, 23, 24], the last three of which are incomparable as they restrict the hardness amplification in different ways. Previous work is discussed in more detail in Section I-B2 below.

In this paper we prove the conjectures, thus in particular improving on three incomparable works [2, 23, 24].

1) Our results on hardness amplification proofs:
First, we prove a tight query lower bound. Showing that reductions in black-box hardness amplification must make at least \( q \) queries translates to saying that when transforming a function \( f \) that is hard against circuits of size \( s \) to a function \( \text{Con}_f \) that is harder against circuits of size \( s' \), then \( s' \leq s/q \). This means that a “size loss” is unavoidable in black-box hardness amplification.

**Theorem I.7** (Lower bound on the number of queries).
There exist constants \( \delta_0, \nu > 0 \) such that: Let \((\text{Con}, \text{Red})\) be a \( \delta \to (\frac{1}{2} - \epsilon) \) black-box hardness amplification with input lengths \( k \) and \( n \), and list size \( 2^a \). Assume that:

- \( \text{Red}^{(\delta)} \) is a size \( r \) oracle circuit, that makes at most \( q \) queries.
- \( n, a, \frac{1}{\epsilon} \leq r \leq 2^{-2k} \) and \( 2^{-2k} \leq \delta \leq \delta_0 \).

Then \( q = \Omega(\log(1/\delta)/\epsilon^2) \).

The parameters achieved by Theorem I.7 are tight up to constants, matching the parameters obtained by Klivans and Servedio [25] for the XOR lemma, using Impagliazzo’s hard-core lemma [26]. Note that the special case of \( \delta = 2^{-2k} \) (which is the same as \( \delta = 0 \)) captures worst-case to average-case hardness amplification, and then the lower bound is \( q = \Omega(k/\epsilon^2) \).

**Remark I.8** (A strengthening of Theorem I.7).
The assumption that \( \text{Red}^{(\delta)} \) is a size \( r \) oracle circuit is not necessary in Theorem I.7, and can be omitted. We explain how to omit it in the full version. Making this additional assumption simplifies the notation in the proof, and note that reductions of exponential size are not useful for proving hardness amplification theorems, and so the additional condition doesn’t matter.

We then prove that hardness amplification proofs require majority.

**Theorem I.9** (Hardness amplification proofs require majority).
There exist constants \( \delta_0, \nu > 0 \) such that: Let \((\text{Con}, \text{Red})\) be a \( \delta \to (\frac{1}{2} - \epsilon) \) black-box hardness amplification with input lengths \( k \) and \( n \), and list size \( 2^a \). Assume that:

- \( \text{Red}^{(\delta)} \) is a size \( r \) oracle circuit of depth \( d = O(\log(1/\epsilon)) \) (over a set of gates that includes the standard boolean gates with unbounded fan-in)
- \( n, a, \frac{1}{\epsilon} \leq r \leq 2^{-2k} \) and \( \delta \leq \delta_0 \).

Then there exists a circuit \( C \) of size \( \text{poly}(r) \), and depth \( O(d) \) that uses the gates allowed to \( \text{Red} \), and computes the majority function on inputs of length \( \Omega(1/\epsilon) \).

In particular, if \( \epsilon = 1/n \) and \( \text{Red}(., \alpha) \) are constant-depth circuits with And, Or, and Parity gates of unbounded fan-in, and Not gates, then its size must be \( 2^{n^{\Omega(1)}} \) by the known lower bounds [27].

Theorem I.9 is tight in the sense that Klivans [28] observed that there are reductions that can be implemented by a constant-depth circuit with only one Majority gate. For an exposition of a simplification of Klivans’ argument, due to Klivans and Vadhan, see Lectures 6 and 7 in [29].

**Lower bounds on local decoding algorithms for list-decodable codes:**
The aforementioned results of [13] show that a \( 0 \to (\frac{1}{2} - \epsilon) \) black-box hardness amplification \((\text{Con}, \text{Red})\) with list-size \( 2^a \) yields \((\frac{1}{2} - \epsilon, 2^a)\)-list-decodable code, with an encoding map \( \text{Enc} : \{0, 1\}^{2k} \to \{0, 1\}^{2^a} \), given by \( \text{Enc}(f) = \text{Con}_f \) (here functions are identified with their truth tables) and \( \text{Red} \) is a “local list-decoding algorithm”. In this terminology, our results give lower bounds on the complexity, and on the number of queries of local list decoding algorithms for list decodable codes.

\[^3\]A function \( \text{Enc} : \{0, 1\}^K \to \{0, 1\}^N \) is \((\rho, \ell)\)-list decodable if for every \( y \in \{0, 1\}^N \), there are at most \( \ell \) elements \( x \in \{0, 1\}^K \) such that \( \text{Enc}(x) \rho \)-agrees with \( y \).
Limitations on direct-product lemmas and decoding from erasures: Another extensively studied construction map is the nonboolean map \( \text{Con}_f(x_1, \ldots, x_t) = (f(x_1), \ldots, f(x_t)) \), and proofs for this map are known as concatenation lemmas or direct product lemmas. Our techniques also apply in this setting, and give the lower bound of \( q = \Omega(\log(1/\delta)/\epsilon) \) in this case. This is tight [30]. We also consider hardness amplification in the “error-less” setting, a study initiated by Bogdanov and Safra [31]. We prove a query lower bound of \( q = \Omega(\log(1/\delta)/\epsilon) \), which matches a construction by Watson [32]. These results follow by proving lower bounds on the more general setup of “basic hardness amplification” considered by Artemenko and Shaltiel [24] and Watson [32]. It should be noted that these proofs can be implemented by constant-depth circuits, and so computing majority is not required. This was observed in [15] for the direct product lemma, and can be verified by inspection for example of [32] for error-less hardness amplification, see [24] for discussion.

Limitations on black-box PRG constructions: Our techniques also apply to “hardness versus randomness”, that is to constructing pseudorandom generators from hard functions. Loosely speaking, we show the same lower bounds for constructing pseudorandom generators with error \( \epsilon \) as for amplifying hardness to \( 1/2 - \epsilon \).

2) More on related work, and why previous negative results do not capture all available techniques: As mentioned earlier, previous works proved special cases of the conjectures by restricting the hardness amplification in various ways. One way to restrict was requiring that the proof \( \text{Red} \) is non-adaptive, that is, only makes non-adaptive query to the oracle. The restriction to non-adaptive reductions is severe because there exist hardness amplification proofs that do exploit adaptivity, such as [33, 34, 35, 23]. We note that the proofs of [33, 34] use adaptive reductions for a slightly different task: converting hard functions to pseudorandom generators. As mentioned earlier, our lower bounds also apply to pseudorandom-generator constructions.

Another way to restrict was to limit the length of the advice string \( a \), that is, considering reductions \( \text{Red} \) that are uniform. Some reductions for hardness amplification in the literature use as little as \( a = O(\log(1/\epsilon)) \) bits of nonuniformity [30], but most reductions use \( a = \text{poly}(1/\epsilon) \) (or more) bits of nonuniformity.

Viola [15] proves that majority is necessary for hardness amplification proofs based on the Hadamard code, or on the Reed-Muller code concatenated with Hadamard. This result applies to adaptive proofs, however only if the list size \( a \) is small (\( a = O(\log(1/\epsilon)) \)). Viola [15] also proves the query lower bound \( q \geq \Omega(\text{nni}(1/\epsilon, k/\log k)) \). This result can handle large \( a \), even \( a = 2^{\Omega(k)} \), but only applied to non-adaptive reductions. These results were subsumed by the next three works.

Shaltiel and Viola [2] proved limitations on non-adaptive reductions. Their results are identical to Theorem I.7 and Theorem I.9, except that it only handles nonadaptive reductions. Our results extend theirs by allowing for adaptive reductions.

Gutfreund and Rothblum [23] extend the above result about Reed-Muller code concatenated with Hadamard to any code. That is, they can handle any hardness amplification but they require \( a \) to be small. Our results extend theirs by allowing large \( a \).

Artemenko and Shaltiel [24] proved a lower bound of \( q = \Omega(1/\epsilon) \) for the number of queries (allowing both adaptivity and large advice). Their approach is to consider a hardness amplification variant that corresponds to codes that are locally list-decodable from erasures. They called this setup “basic hardness amplification.” Our results extend their work and give a (tight) lower bound of \( q = \Omega(\log(1/\delta)/\epsilon) \) in that setup.

Watson [32] considered an intermediate setup of “errorless amplification” and obtained a tight lower bound of \( q = \Omega(\log(1/\delta)/\epsilon) \) on nonadaptive reductions (by reducing to the lower bound of [2]). Our results extend this lower bound to adaptive reductions.

Applebaum, Artemenko, Shaltiel and Yang [36] considered a more powerful class of reductions that are allowed to be nondeterministic oracle circuits. They prove limitations on such reductions for the case that \( \epsilon \ll 1/r \). These results are incomparable to ours.

Organization

This version is an extended abstract. Due to space limitations it only contains a high level description of our results and techniques. The reader is referred to the full version [37] for precise details and full proofs.

II. Techniques

In this section we aim to give an informal overview of our arguments, trying to sum up the main ideas. The technical section of this paper includes full proofs, and does not build on this informal overview.

A. The forbidden and fixed set lemma

Our proofs of the new forbidden set lemma and fixed set lemma use basic information theory (as is the case for the proofs of Lemma I.1 and Lemma I.2). For simplicity let us focus on the case where \( R_1, \ldots, R_N \)
are i.i.d. and uniformly distributed. In the full version we observe that it is indeed sufficient to study the case of the uniform distribution to obtain results on arbitrary i.i.d. variables.

The setting for Lemmas I.1, I.2, I.3 and I.4 is the following: Let \( X = (R|R \in A) \) for a \( A \) such that \( \Pr[R \in A] \geq 2^{-\alpha} \). We aim to show that \( X \) and \( R \) cannot be distinguished from uniform by shallow decision trees. It is immediate that \( H(X) \geq N - a \), where \( H \) is the Shannon entropy function. All previous works in this area eventually connect entropy and statistical distance using Pinsker’s inequality, which guarantees that a distribution \( Y \) over \( n \) bits is \( \eta \)-close to uniform if \( H(Y) \geq n - \eta^2 \).

1) Previous proofs for the nonadaptive case: It is instructive to first explain the argument used in Lemma I.1 and Lemma I.2, and point out where this approach fails for adaptive decision trees. The proof of Raz [38] for Lemma I.1 works by first using the chain rule for entropy:

\[
N - a \leq H(X) = \sum_{i \in [N]} H(X_i | X_1, \ldots, X_{i-1}).
\]

Then, choose \( \alpha = \eta^2 \), and let \( B \) be the set of indices \( i \) such that \( H(X_i | X_1, \ldots, X_{i-1}) < 1 - \alpha \). By a Markov argument, there are at most \( a/\alpha = a/\eta^2 \) such “weak” \( i \). For every \( i \in [N] \setminus B \),

\[
H(X_i) \geq H(X_i | X_1, \ldots, X_{i-1}) \geq 1 - \alpha = 1 - \eta^2,
\]

which by Pinsker’s inequality gives that \( X_i \) is \( \eta \)-close to uniform.

An extension of this argument was used in [2], where they choose \( \alpha = \eta^2/q \) and for \( i_1, \ldots, i_q \notin B \),

\[
H(X_{i_1}, \ldots, X_{i_q}) = \sum_{j \in [q]} H(X_j | X_{i_1}, \ldots, X_{i_{j-1}})
\]

\[
\geq \sum_{j \in [q]} H(X_j | X_1, X_2, \ldots, X_{i_{j-1}}) \geq q \cdot (1 - \alpha) = q - \eta^2,
\]

which by Pinsker’s inequality gives that \( (X_{i_1}, \ldots, X_{i_q}) \) is \( \eta \)-close to uniform.

It is instructive to consider that in the pointer chasing example, this argument produces \( B = \emptyset \) and does not identify the indices of the pointer. Loosely speaking, this means that the criteria used by the proofs above for finding “bad indices” and placing them in \( B \) isn’t suited for adaptive decision trees.

2) The forbidden set lemma: We explain the argument for Lemma I.3. We need to come up with a criteria for selecting indices that does identify the “pointer bits” in the pointer chasing example. We use the following idea (inspired by a similar argument from [3]). We say that an \( i \in [N] \) is \( \alpha \)-weak if \( H(X_i | X_{[N] \setminus \{i\}}) < 1 - \alpha \).

A key observation is that this criteria (which is less stringent than the one used above) does identify the bits of the pointer in the pointer chasing example. Moreover, we can bound the number of \( \alpha \)-weak bits, by the following iterative process: while there is an \( \alpha \)-weak bit \( i' \), remove it, place it in \( B \) and continue. In an iteration of this process, by the chain rule:

\[
H(X_{[N] \setminus \{i'\}}) = H(X) - H(X_{i'} | X_{[N] \setminus \{i'\}})
\]

\[
\geq N - a - (1 - \alpha) = (N - 1) - (\alpha - a),
\]

and so in each iteration the gap between the bit-length of \( X \) and its entropy decreases by \( \alpha \). The initial gap is \( a \), and so, we can have at most \( a/\alpha \) iterations, as entropy is bounded above by bit-length. We will choose \( \alpha = \text{poly}(\eta/q) \), so that after the last iteration we have a “forbidden set” \( B \) of size \( b \leq a/\alpha = \text{poly}(a, q, 1/\eta) \).

To conclude we need to show that if an adaptive \( q \)-query decision tree \( P \) that does not make queries in \( B \) distinguishes \( X \) from \( R \) with advantage \( \eta \), then there exists some \( i' \in [N] \setminus B \) that is not \( \alpha \)-weak (which gives a contradiction). Essentially, we use the “distinguisher to predictor hybrid argument” [39, 40, 41] to obtain an index \( i' \) such that the bit \( X_{i'} \) can be predicted from \( X_{[N] \setminus \{i'\}} \) with large advantage over random guessing, showing that \( i' \) is \( \alpha \)-weak.

3) The fixed set lemma: We explain the argument for Lemma I.4. The proof will follow the same overall approach of the forbidden set lemma. However, this time, we will show that if a \( q \)-query decision tree distinguishes \( X \) from uniform, then we can fix a few bits of \( X \), and reduce the gap between its bit-length and its entropy.

More precisely, we will show that if there exists a decision tree \( P \) that distinguishes \( X \) from \( R \) with advantage \( \eta \), then for \( \alpha = \eta^2 \), there exist \( i_1, \ldots, i_q \in [N] \), and \( v_1, \ldots, v_q \in \{0, 1\} \) such that:

\[
H(X_i | X_{i_1} = v_1, \ldots, X_{i_q} = v_q) \geq (N - q) - (a - \alpha).
\]

(1)

For this purpose, let \( I = (i_1, \ldots, i_q) \) be the indices of the variables queried by \( P \) on input \( X \). Note \( I \) is a random variable that is a function of \( X \). By the chain rule we have that:

\[
H(X) = H(X, X_{i_1}, \ldots, X_{i_q})
\]

\[
= H(X_{i_1}, \ldots, X_{i_q}) + H(X | X_{i_1}, \ldots, X_{i_q})
\]

This gives that:

\[
H(X | X_{i_1}, \ldots, X_{i_q}) = H(X) - H(X_{i_1}, \ldots, X_{i_q})
\]

\[
\geq N - a - (q - \alpha) = (N - q) - (a - \alpha),
\]
where the inequality follows by Pinsker’s because the answers \((X_1, \ldots, X_L)\) are not \(\eta\)-close to uniform. Equation (1) now follows by an averaging argument that fixes \(X_I\) and hence \(I\).

Equation (1) gives that we are able to fix \(q\) variables, and decrease the gap between the bit-length of \(X\) and its entropy by \(\alpha\). Once again, this gap is initially less than \(a\), and so, this can happen at most \(a/\alpha\) times. Consequently, by iteratively applying this process, we end up with a distribution where we fixed at most \(q \cdot a/\alpha = \text{poly}(a, q, 1/\eta)\) bits to some specific values.

The final distribution has that the bits that we did not fix cannot be distinguished from uniform by a \(q\)-query decision tree. The precise argument appears in the full version. In that version we also include and discuss a slightly different argument suggested to us by an anonymous referee. It only easily applies to distributions uniform on their support, which are sufficient for our application, but it avoids entropy and Pinsker’s inequality, and gives a better dependence on \(\eta\).

**B. Lower bounds on hardness amplification**

Past work of Viola [15] and Shaltiel and Viola [2] provides a framework that can be used in conjunction with lemmas of the type discussed in the previous section to obtain lower bounds on black-box hardness amplification. Theorem I.7 (on the number of queries) directly follows by extending the approach of [2] using Lemma 1.4 (instead of Lemma 1.2). Proving Theorem I.9 (on “hardness amplification implies majority”) raises additional difficulties that do not come up in the nonadaptive case. We start by a high-level explanation of the approach of [2].

1) **The Zoom lemma:** Let \(\text{Noise}_N^p\) denote the distribution of \(N\) i.i.d. indicator random variables, where each is one with probability \(p\). The approach of [2] is to show a “Zoom lemma” saying that: under certain conditions, a black-box hardness amplification \((\text{Con, Red})\) implies a procedure \(P\) on \(N = 2^n\) variables that distinguishes \(\text{Noise}_N^\frac{1}{2}\) from \(\text{Noise}_N^{1-\epsilon}\), with probability roughly \(1 - \delta\). The complexity of this procedure is inherited by the complexity of \(\text{Con}\) and \(\text{Red}\) specifically:

- If \(\text{Red}\) makes at most \(q\) queries, then \(P\) can be implemented by a \(q\)-query decision tree.
- We can view an element in \(\{0, 1\}^N\) as a function \(D : \{0, 1\}^n \rightarrow \{0, 1\}\). In this notation, the distinguishing procedure \(P\) is an oracle procedure \(P^{(1)}\) that receives oracle access to \(D\) that is chosen from either \(\text{Noise}_N^\frac{1}{2}\) or \(\text{Noise}_N^{1-\epsilon}\). Using this terminology, \(P^D = \text{Red}^{\text{Con}_I, \oplus, D}(x, \alpha)\) for some specific function \(f\), input \(x\) and advice string \(\alpha\) that are chosen in the proof.

Our first step is to use our new tools to prove a zoom lemma for adaptive reductions. The lemma appears in the full version. A side benefit of our new approach is that our new tools simplify the proof of the zoom lemma (even in the nonadaptive case).

The argument for the zoom lemma: The high level idea of the proof of the zoom lemma is to fix some function \(f : \{0, 1\}^k \rightarrow \{0, 1\}\) and consider the behavior of the reduction when given oracle access to \(\text{Con}_I \oplus \text{Noise}_N^{1/2}\) and \(\text{Con}_I \oplus \text{Noise}_N^{1-2\epsilon}\). In the first case, the noise completely masks \(\text{Con}_I\) and the reduction receives no information about \(f\). This means that for a random \(f\), \(\text{Red}\) is unlikely to be \(0.51\)-agree with \(f\). In the second case, for any \(f\), \(\text{Con}_I \oplus \text{Noise}_N^{1-2\epsilon}\) is (w.h.p.) an oracle on which there exists \(\alpha\) (which can be an arbitrary function of \(\text{Noise}_N^{1-2\epsilon}\)) on which \(\text{Red}(\cdot, \alpha)\) needs to be \((1 - \delta)\)-agree with \(\tilde{f}\). This intuitively means that the procedure \(\text{Red}\) can distinguish \(\text{Noise}_N^{1-2\epsilon}\) from uniform when it receives a “advice bits”. Thus, in order to prove the zoom lemma, it is sufficient to show that \(\text{Red}\) cannot distinguish \(R = \text{Noise}_N^{1-2\epsilon}\) from \(X = (R|R \in A)\) where \(A\) is an event of probability \(2^{-n}\). This is the setup considered in Section I-A.

**Lower bound on the number of queries:** Theorem I.7 immediately follows from the first item in the zoom lemma, as a \(q\) query decision tree that distinguishes \(\text{Noise}_N^{1/2}\) from \(\text{Noise}_N^{1-\epsilon}\) with probability \(1 - \delta\), must make \(\Omega(\log(1/\delta)/\epsilon^2)\) queries, cf. [2]. The precise statement appears in the full version.

**Hardness amplification proofs require majority:** Viola [15] and Shaltiel and Viola [2], used an idea of Sudan (see discussion in [15]) to give a reduction from the task of computing Majority on \(\frac{1}{2}\) bits, to the task of distinguishing \(\text{Noise}_N^{1/2}\) from \(\text{Noise}_N^{1-\epsilon}\). For constant distinguishing advantage, this reduction transforms a constant depth distinguisher into a constant depth circuit (of polynomially related size) that computes Majority. Thus, in order to obtain Theorem I.9 we need to simulate the computation \(\text{Red}^{\text{Con}_I, \oplus, D}(x, \alpha)\) (from the second item of the zoom lemma) by a small constant depth circuit. In this computation, \(x, \alpha, f\) are fixed, while \(D\) is not.

Simulating this computation raises another difficulty: it is not clear how to compute \(\text{Con}_I\). Although in some cases this can be done in general it is not clear. This problem is even more pronounced in our extensions to pseudorandom-generator construction, where the relevant oracle is the NP function which checks if the string is in the support of the generator.
To overcome this difficulty we adapt an idea of [23] which removes the need to compute Con\(_f\). Roughly, using a hybrid argument we can arrange so that there exists a depth \(i\) in the computation of Red^\(\text{Con}\(_f\)\oplus D\)(\(x, \alpha\)) so that the queries at depth \(< i\) have a fixed answer (where Con\(_f\) can be hardwired), and the queries at depth \(> i\) have a completely uniform answer (independent of Con\(_f\)). This holds however only for queries not in the fixed set \(B\): we note that even with this idea we need a fixed-set lemma, as otherwise we do not know how to control the query answers at depth larger than \(i\).

**Pseudorandom-generator constructions:** The above ideas can be extended in a rather straightforward way to pseudorandom-generator constructions. Roughly, the oracle Con\(_f\)\oplus D is replaced by the oracle Dist\(_f\)\oplus D where Dist\(_f\) is the indicator function of the support of the pseudorandom generator.

### III. Conclusion

This paper concludes a line of research initiated in [14, 15] by establishing that hardness amplification requires majority and many queries. Recall that a function \(f\) can be written as the majority of a polynomial number of functions from a class \(C\) if and only if for any distribution on the inputs there exists a function in \(C\) that computes \(f\) correctly with probability \(\geq 1/2+\epsilon/\text{poly}()\). (One direction can be proved via boosting [42, Section 2.2] or min-max/linear-programming duality [43, Section 5].) The other direction follows from the “discriminator lemma” of [20].) Hence we offer the following alternative interpretation of hardness amplification:

Black-box hardness amplification is a process that takes a function \(f\) that is already \(1/2 - \epsilon\) hard under some distribution, and produces another function \(f'\) that has roughly the same hardness under the uniform distribution.

A fundamental question remains: is hardness amplification false? In particular, is the XOR lemma true for restricted circuit classes, such as constant-depth circuits with parity gates? One can show that the XOR lemma is false for the class of constant-depth circuits with one majority gate. This follows by the bounds in [44], and the fact that the XOR lemma applied to parity is again just parity. But that is essentially the only counterexample that we know.

Our results apply to black-box techniques. We remark that one possible way to break the black-box barrier is to come up with proofs that use the fact that \(D\) is a small circuit (bypassing the black-box limitations). A potential non-black-box approach was presented by Gutfreund, Shaltiel and Ta-Shma [45] (see also [46, 47, 48]) in a very specific scenario that has some similarity to “worst-case to average case reductions in NP”. The techniques of these papers provably break black-box limitations in a related setting. See discussion by Gutfreund and Ta-Shma [48].

Another question, already highlighted in [2], is whether the construction of pseudorandom generators with constant error requires majority. The techniques in this paper have recently enabled the first progress on this question, see [49].
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