Pseudorandom Sets in Grassmann Graph have Near-Perfect Expansion
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Abstract—We prove that pseudorandom sets in the Grassmann graph have near-perfect expansion. This completes the last missing piece of the proof of the 2-to-2-Games Conjecture (albeit with imperfect completeness).

The Grassmann graph has induced subgraphs that are themselves isomorphic to Grassmann graphs of lower orders. A set of vertices is called pseudorandom if its density within all such subgraphs (of constant order) is at most slightly higher than its density in the entire graph.

We prove that pseudorandom sets have almost no edges within them. Namely, their edge-expansion is very close to 1.
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I. INTRODUCTION

This paper \(^1\) completes the proof of the 2-to-2 Games Conjecture (albeit with imperfect completeness) proposed by Dinur, Kindler, and the authors of this paper \([34], [12], [13]\), along with contributions from Barak, Kothari, and Steurer \([8]\) and Moshkovitz and the authors of this paper \([40], [33]\). The 2-to-2 Games Conjecture has several implications towards approximability of NP-hard problems (and more widely to computational complexity, optimization, and combinatorics). Its proof is completed by proving a certain combinatorial hypothesis proposed in \([13]\) regarding the expansion properties of Grassmann graph. While the main focus of this paper is on the combinatorial hypothesis (stated as Theorem I.12), we present the broader context here for reader’s benefit.

A. PCPs, Vertex Cover, Independent Set

An approximation algorithm for an NP-hard problem is an efficient algorithm that computes a solution that is guaranteed to be within a certain multiplicative factor of the optimum (known as the approximation factor). It turns out that for several NP-hard problems, even computing an approximate solution, within a certain multiplicative factor of the optimum, remains an NP-hard problem (known as the hardness factor). The complementary study of approximation algorithms and hardness of approximation aims at characterizing precise approximation threshold for NP-hard problems of interest, i.e. the threshold at which the approximation factor and the hardness factor (essentially) match.

The hardness of approximation results build on a foundational result known as the Probabilistically Checkable Proofs (PCP) Theorem \([17], [3], [2]\). The theorem can be viewed from a hardness viewpoint as well as from a proof checking viewpoint. From the hardness viewpoint, it states that there exists an absolute constant \(\beta < 1\) such that, given a 3SAT formula \(\phi\), it is NP-hard to distinguish whether it is satisfiable or whether it is at most \(\beta\)-satisfiable (i.e. no assignment satisfies more than \(\beta\) fraction of the clauses). From the proof checking viewpoint, it states that every NP-statement has a polynomial size proof that can be checked efficiently by a probabilistic verifier that reads only a constant number of bits from the proof. The verifier is complete and sound in the sense that a correct proof of a correct statement is accepted with probability 1 and any proof of an incorrect statement is accepted with probability at most, say \(\frac{1}{2}\).

The equivalence between the hardness and the proof checking viewpoints, though not difficult to see, has led to many illuminating insights and strong hardness results over the last three decades. The proof checking viewpoint (whose roots go back to the work on interactive proofs) played a decisive role in the discovery of the PCP Theorem. However, for the sake of uniformity and ease of presentation, we adopt the hardness viewpoint here. We refer the reader to the surveys \([1], [25], [49], [30]\) for an overview of the extensive and influential body work on PCPs and hardness results. While we know, by now, optimal hardness results for a handful of problems, e.g. 3SAT, Clique, Set Cover \([23], [24], [16]\), for a vast majority of problems there remains a significant gap between the best known approximation factor and the best known hardness factor.

One such problem is Vertex Cover. Given a graph \(G = (V, E)\), a subset \(C \subseteq V\) is called a vertex cover if for every edge \(e = (u, v) \in E\), either \(u\) or \(v\) is in \(C\). Finding a minimum vertex cover is a well known NP-hard problem \([27]\). It admits a simple 2-approximation, namely an efficient algorithm that outputs a cover \(C\) of size at most twice the minimum. The algorithm picks an arbitrary edge

\(^1\)A full version of this paper is available at \([35]\).
The first time, theorems from Analysis of Boolean functions 4, and implicitly, the notion of 2-to-2 Games. Analysis of Boolean functions has since become ubiquitous in study of PCP constructions. The hardness result of [15] remained the best hardness result for Vertex Cover (until the present work).

As noted, the quest towards proving optimal hardness results was stalled after the remarkable but relatively few successes. The Unique Games Conjecture was introduced in [29] as a plausible avenue to make further progress and moreover presented a hardness result for the Min-2SAT-Deletion problem as a demonstration. In addition, motivated by the Dinur-Safra paper (where the 2-to-2 Games appeared implicitly), the d-to-d Conjecture for d ≥ 2 was also introduced in [29], and it was shown to imply that \( \text{GapIS}(1 - 2^{-1/d} - \varepsilon, \varepsilon) \) is NP-hard. For \( d = 2 \), this would give a hardness factor of \( \sqrt{2} - \varepsilon \approx 1.42 \) for Vertex Cover, an improvement over Dinur-Safra result.3 Subsequently, in [39], it was shown that the Unique Games Conjecture implies NP-hardness of \( \text{GapIS}(\frac{1}{2} - \varepsilon, \varepsilon) \) and hence hardness of approximating Vertex Cover within \( 2 - \varepsilon \).

B. The Unique Games Conjecture

For the purposes of this paper, it suffices to define the Unique Games as the following computational problem. Let \( \mathbb{F}_2^\ell \) denote the \( \ell \)-dimensional vector space over the binary field \( \mathbb{F}_2 \), considered as an additive group with the \( \oplus \) operation.

**Definition I.1.** An instance \( \mathcal{U} \) of the UniqueGame[\( \mathbb{F}_2^\ell \)] problem consists of \( n \) variables \( x_1, \ldots, x_n \) taking values over (the alphabet) \( \mathbb{F}_2^\ell \) and \( m \) constraints \( C_1, \ldots, C_m \) where each constraint \( C_i \) is a linear equation of form \( x_{i_1} \oplus x_{i_2} = b_i \) and \( b_i \in \mathbb{F}_2^\ell. \) Let \( \text{OPT}(\mathcal{U}) \) denote the maximum fraction of the constraints that can be satisfied by any assignment to the instance.

The term “unique” refers to the specific nature of the constraints: for every assignment to the variable \( x_{i_1} \), there is a unique assignment to the variable \( x_{i_2} \) that satisfies the constraint and vice versa (the Unique Games problem was studied earlier by Feige and Lovász in the context of parallel repetition [18]). For constants \( 0 < s < c < 1 \), let \( \text{GapUG}[\mathbb{F}_2^\ell](c, s) \) be the gap-version where the instance \( \mathcal{U} \) of the UniqueGame[\( \mathbb{F}_2^\ell \)] problem is promised to have either \( \text{OPT}(\mathcal{U}) \geq c \) or \( \text{OPT}(\mathcal{U}) \leq s \). The Unique Games Conjecture states that6.

\[ e = (u, v) \in E, \text{ adds both } u, v \text{ to } C, \text{ removes all edges that are incident on either } u \text{ or } v, \text{ and repeats this step. Whether there exists an algorithm with approximation factor strictly below } 2 \text{ is among the flagship questions in approximability. Surprisingly, there is now good reason to believe that no such algorithm exists, i.e. it is conceivable that approximating Vertex Cover within factor } 2 - \varepsilon \text{ is NP-hard!}^2 \]

An independent set in a graph is complement of a vertex cover, i.e. a subset of vertices that contains no edge inside. Towards proving hardness results for Vertex Cover, it is more convenient to prove hardness results for the Independent Set problem (in the special case where the concern is independent sets of linear size). Let \( 0 < s < c \leq \frac{1}{2} \) be constants and let \( \text{GapIS}(c, s) \) be a “promise gap problem” where an \( n \)-vertex graph is given with the promise that either it contains an independent set of size \( cn \) or contains no independent set of size \( sn \) and the algorithmic task is to distinguish between the two cases. It is easy to see that if \( \text{GapIS}(c, s) \) is NP-hard, then approximating Vertex Cover within factor \( \frac{1}{1 - \sqrt{s}} \) is NP-hard. Thus, to prove \( 2 - \varepsilon \) hardness result for Vertex Cover, it is sufficient (and turns out necessary)\(^3\) to prove hardness of \( \text{GapIS}(c, s) \) where \( s \rightarrow 0 \) and \( c \rightarrow \frac{1}{2} \).

There is a simple but nice connection between hardness of the Independent Set problem and PCPs that is worth pointing out. As noted in [10], the hardness of \( \text{GapIS}(c, s) \) is equivalent to a PCP with “zero free bits”, namely a PCP where the verifier has completeness \( c \), soundness \( s \), and has exactly one accepting answer to her queries (and thus “knows” the answer before reading the queries!). This seems contradictory: if the verifier knows the answer(s) beforehand, why wouldn’t she be able to construct the correct proof by herself? The subtle point is that the PCP has imperfect completeness (i.e. \( c < 1 \)), so even for a correct proof of a correct statement, only a fraction \( c \) of the answers that the verifier “knows” are actually correct and the verifier cannot tell which \( c \) fraction of the answers (among polynomially many) are correct. Indeed, the task of determining which of the answers are correct amounts to finding an independent set in a related graph (hence the connection).

Håstad, building on the works of Bellare, Goldreich, and Sudan [10] and Raz [46], proved that \( \text{GapIS}(\frac{1}{4} - \varepsilon, \frac{1}{8} + \varepsilon) \) is NP-hard, implying a hardness factor \( \frac{7}{6} - \varepsilon \approx 1.16 \) for Vertex Cover. Dinur and Safra [15] proved that \( \text{GapIS}(p - \varepsilon, 4p^3 - 3p^4 + \varepsilon) \) is NP-hard for \( p \leq \frac{\sqrt{5} - 1}{2} \), implying a hardness factor \( 10\sqrt{5} - 21 - \varepsilon \approx 1.36 \) for Vertex Cover. Their paper introduced the Biased Long Code and used, for

---

1Unless stated otherwise, \( \varepsilon > 0 \) will denote an arbitrarily small constant and the statements are meant to hold for every such \( \varepsilon \).

2One notes that if a graph contains an independent set of fractional size \( c \geq \frac{1}{2} - \varepsilon \), then by obtaining a 2-approximation for Vertex Cover and taking the complement, one finds an independent set of fractional size \( \geq 2\varepsilon \). Therefore, the best \( (c, s) \) hardness gap one can hope for Independent Set is \( c = \frac{1}{2} - \varepsilon, \; s = \varepsilon \).

3Namely, Friedgut’s Junta Theorem [19] and the Russo-Margulis Lemma [47], [43].

4For \( d \geq 3 \), while one does not get improvement for Vertex Cover, one does get NP-hardness for \( \text{GapIS}(c, s) \) for a fixed \( c \) and \( s \rightarrow 0 \), which in authors’ opinion is a more fundamental issue.

5The original statement in [29] refers to more general constraints. However it follows from [32] that the original conjecture is equivalent to the statement here, i.e. when the constraints are linear equations over the group \( \mathbb{F}_2 \).

6The original statement in [29] refers to more general constraints. However it follows from [32] that the original conjecture is equivalent to the statement here, i.e. when the constraints are linear equations over the group \( \mathbb{F}_2 \).
Conjecture 1.2. For every constant $\varepsilon > 0$, there exists a sufficiently large integer $\ell = \ell(\varepsilon)$ such that $\text{GapUG}[P_2](1 - \varepsilon, \varepsilon)$ is NP-hard.

The Unique Games Conjecture has since been established as a prominent open question in theoretical computer science (please see the surveys [50], [30], [28], [31]). The conjecture has facilitated numerous connections among algorithm design, computational complexity, geometry, and analysis. In particular, assuming the conjecture, optimal hardness results are known for Vertex Cover, Max Cut, Max Acyclic Subgraph [39], [32], [21], super-constant hardness results for Sparsest Cut [11], [41], and one can even deduce optimality of generic approximation algorithms for the entire class of Constraint Satisfaction Problems [44]. In spite of this rather large body of work, the correctness of the conjecture itself remains open.

Over the last decade, several arguments were put forward against the Unique Games Conjecture. We sketch these arguments here to the best of our knowledge.

- There is no known distribution over instances of the Unique Games problem that is plausibly hard (more on this below). In fact, results in [5], [42] showed that the problem is easy on “semi-random” instances (for a rather generous interpretation of the term semi-random), thus indicating otherwise.

- Arora-Barak-Steurer [4] presented an algorithm that solves $(1 - \varepsilon)$-satisfiable instances of the Unique Games problem (i.e. finds say $\frac{1}{10}$-satisfying assignment) in time $2^{n^{\varepsilon'}}$ where $\varepsilon'$ depends on $\varepsilon$. The algorithm was later incorporated into the Sum-of-Squares framework as well [9]. If the running time of the algorithm is improved so that $\varepsilon' \to 0$ independently of $\varepsilon$, then the Unique Games problem would not be NP-hard.

- The improvement could arguably come from a quantitative improvement in the connection between the number of large eigenvalues and expansion of small sets in graphs.

- The Arora-Barak-Steurer algorithm and the Unique Games Conjecture together imply that the Unique Games problem has “intermediate complexity” (see Section I-C), a behavior one might not expect for a constraint satisfaction problem.

- No integrality gap instances are known for the Unique Games problem for a constant number, say 10, of rounds of the Sum-of-Squares (a.k.a. Lasserre, Parrilo) hierarchy of semi-definite programming relaxation. Stated differently: arguably, a constant number of rounds of the Sum-of-Squares hierarchy might already qualify as an efficient algorithm for the problem.

Since these arguments were not made by us, we are not taking responsibility as to whether these arguments were indeed made or whether these are/were considered pressing arguments. We present these only for reader’s benefit.

Under the rather standard hypothesis $\text{NP} \not\subseteq \cap_{\varepsilon > 0} \text{DTIME}(2^{n^{\varepsilon}})$.

Disproving the Unique Games Conjecture.

- Results in [7] showed that the known integrality gap instances of the problem (that hold for a very basic SDP relaxation) do not survive a few additional rounds of the Sum-of-Squares hierarchy. The authors argued that there is a barrier for the “common” techniques used to construct SDP integrality gaps (in the spirit of the natural proofs barrier for circuit lower bounds).

Given these arguments, the situation was remedied somewhat (from the viewpoint of a believer in the Unique Games Conjecture) in the recent works on “PCPs over reals” [37], [36]. The authors therein construct a candidate explicit family of mildly hard Unique Games instances (the qualifier “candidate” acknowledges that the authors are unable to provide a soundness analysis for the construction). The construction is best viewed as a candidate integrality gap for the problem $\text{GapUG}[P_2](1 - \varepsilon, 1 - K(\varepsilon) \cdot \varepsilon)$ for $K(\varepsilon)$ rounds of the Sum-of-Squares relaxation. Here the Unique Games problem is over the binary alphabet and $K(\varepsilon) \to \infty$ as $\varepsilon \to 0$, i.e. the gap is (hypothesized to be) super-constant in terms of the fraction of the unsatisfied constraints and for a super-constant number of Sum-of-Squares rounds. One notes that even though the (hypothesized) gap would be mild, it nevertheless would be a big progress. It is known for instance that if the Unique Games problem were shown NP-hard with a mild gap $(1 - \varepsilon, 1 - K(\varepsilon) \cdot \sqrt{\varepsilon})$, the gap could then be boosted by parallel repetition [46], [26], [45] to the gap $(1 - \varepsilon', \varepsilon')$, proving the Unique Games Conjecture in its fullness.

The context hitherto leads finally to the present line of work: a sequence of papers [34], [12], [13] presented an approach towards proving the related 2-to-2 Games Conjecture (or alternately the Unique Games Conjecture with completeness $\frac{1}{2}$, if reader finds it more convenient to think about). In conjunction with a missing link provided in [8], the approach finally reduced the 2-to-2 Games Conjecture to a concrete combinatorial hypothesis regarding the expansion properties of the Grassmann graph (stated as Theorem I.12). In the present paper, we prove this combinatorial hypothesis, thus completing the proof of the 2-to-2 Games Conjecture (now a theorem).

The 2-to-2 Games Theorem gives, among other things, a strong evidence towards the Unique Games Conjecture (in our opinion). All the arguments against the Unique Games Conjecture that we described apply equally well to the 2-to-2 Games Conjecture and in spite of it, the 2-to-2 Games Conjecture, at the end of the day, does happen to be correct! 

Qualitatively speaking, there is just one example, from [41]. Lack of qualitatively different examples might itself have been an argument against the Unique Games Conjecture.

Albeit with imperfect completeness; we will ignore this issue henceforth.

As for proving the Unique Games Conjecture itself, in the opinion of the first-named author, the approach in [37], [36] is a more viable approach.
C. The 2-to-2 Games Theorem and its Significance

We now state the 2-to-2 Games Theorem formally, describe its significance, and sketch the developments that led to it. This is followed by the description of the Grassmann graph and its role in these developments.

Definition I.3. An instance \( U_{2\to2} \) of the 2-to-2 Game \([F_2^2] \) problem consists of \( n \) variables \( x_1, \ldots, x_n \) taking values over (the alphabet) \( F_2 \) and \( m \) constraints \( C_1, \ldots, C_m \) where each constraint is of the form \( T_{ij} x_i \equiv T_{ij}' x_j \in \{b_{ij}, b_{ij}'\}, \) \( T_{ij}, T_{ij}' \) are \( \ell \times \ell \) invertible matrices, and \( b_{ij}, b_{ij}' \in F_2^\ell. \) Let \( \text{OPT}(U_{2\to2}) \) denote the maximum fraction of the constraints that can be satisfied by any assignment to the instance.

The term “2-to-2” refers to the specific nature of the constraints: for every assignment to the variable \( x_i \), there are exactly two assignments to the variable \( x_j \) that satisfy the constraint and vice versa. For constants \( 0 < s < c \leq 1, \) let \( \text{Gap} \) 2-to-2 \([F_2^2] \) \((c, s)\) be the gap-version where the instance \( U_{2\to2} \) of the 2-to-2 Game \([F_2^2] \) problem is promised to have either \( \text{OPT}(U_{2\to2}) \geq c \) or \( \text{OPT}(U_{2\to2}) \leq s. \) \(^{12}\) The 2-to-2 Games Theorem is stated below along with an immediate corollary for the hardness of the Unique Games problem with completeness \( \frac{1}{2} \). The latter is obtained by writing each 2-to-2 Game constraint as a pair of Unique Games constraints so that in the completeness case, there is a \( \frac{1}{2}(1-\varepsilon) \)-satisfying assignment. The completeness can be increased artificially to precisely \( \frac{1}{2} \) by adding a small fraction of constraints that are always satisfied.

Theorem I.4. For every constant \( \varepsilon > 0, \) there exists a sufficiently large integer \( \ell = \ell(\varepsilon) \) such that \( \text{Gap} \) 2-to-2 \([F_2^2] \) \((1-\varepsilon, \varepsilon)\) is \( \text{NP} \)-hard.

Theorem I.5. For every constant \( \varepsilon > 0, \) there exists a sufficiently large integer \( \ell = \ell(\varepsilon) \) such that \( \text{Gap} \) UG \([F_2^2] \) \((\frac{1}{2}, \varepsilon)\) is \( \text{NP} \)-hard.

1) Implications of the 2-to-2 Games Theorem: We now summarize the main implications of the 2-to-2 Games Theorem (with imperfect completeness; some of these implications depend on its specific proof obtained in the present and previous works). As before, \( \varepsilon > 0 \) denotes constant that can be taken as arbitrarily small.

- **Hardness Results**

The following results were already known based on the 2-to-2 Games Conjecture (as indicated in the references; perfect completeness in the last two results if 2-to-2 Games Conjecture holds with perfect completeness). These represent a big progress, in our opinion, on flagship problems in approximability.

- [38]: Gap Max Cut \( \left( \frac{1}{2} + \Omega(\varepsilon) \right, \frac{1}{2} + \frac{\varepsilon}{\log(1/\varepsilon)} \right) \) is \( \text{NP} \)-hard. This is optimal up to the constant in the \( \Omega \)-notation.

- [29]: Gap Independent Set \( \left( 1 - \frac{1}{\sqrt{\varepsilon}}, \varepsilon \right) \) is \( \text{NP} \)-hard and as a corollary, Vertex Cover is \( \text{NP} \)-hard to approximate within a factor strictly less than \( \sqrt{2} \). Between these two implications, the “correct gap-location” (arbitrarily low soundness) for the Independent Set problem is more fundamental.

- [14]: It is \( \text{NP} \)-hard to distinguish whether a graph has four disjoint independent sets of (relative) size \( \frac{1}{2} - \varepsilon \) each (and hence is almost 4-colorable) or whether there is no independent set of (relative) size \( \varepsilon \) (and hence is not almost \( \frac{1}{2} \)-colorable).

- [22]: It is \( \text{NP} \)-hard to properly color (using \( k \) colors) more than a fraction \( 1 - \frac{1}{\varepsilon} + O(1/\varepsilon^2) \) edges of an almost \( k \)-colorable graph. This is optimal up to the constant in the \( O \)-notation.

- **Integrality Gaps, Plausibly Hard Distributions, Cart before the Horse**

The present line of work gives a reduction from the 3Lin problem to the 2-to-2 Game problem and subsequently to the Unique Games problem with completeness \( \frac{1}{2} \) and to the graph theoretic problems mentioned above. Denoting any of these problems by \( P \), the reduction can be used

- To “translate” an integrality gap instance of the 3Lin problem (see below) to an integrality gap instance of the problem \( P \) (the idea to use a reduction to construct integrality gap was used earlier in [41]).

- To “translate” a distribution over 3Lin instances that is plausibly hard (e.g. random instances with appropriate parameters) to a distribution over \( P \) instances that is plausibly hard.

In both cases, we do not know an alternate construction, i.e. without having to go through a \( \text{NP} \)-hardness reduction (and lack of any construction so far was an argument against the Unique Games Conjecture as discussed before). On the other hand, “logically”, integrality gap construction (and maybe construction of a plausibly hard distribution as well) ought to precede an \( \text{NP} \)-hardness reduction. We find this “cart before the horse” phenomenon quite interesting.

- **Sum-of-Squares Integrality Gaps with Perfect Completeness**

- If one concerns integrality gap (say up to a poly-
nominal number of rounds of the Sum-of-Squares relaxation), the previous result for graph coloring holds with perfect completeness. I.e. there is a graph along with an SDP solution such that (a) the SDP solution pretends as if the graph is 4-colorable whereas (b) in actuality, the graph has no independent set of size $\epsilon$.

- Integritly gap (say up to a polynomial number of rounds of the Sum-of-Squares relaxation) for the 2-to-2 Games problem holds with perfect completeness and soundness $\varepsilon$.

These results are a consequence of the integritly gap known for the 3Lin problem with perfect completeness [20], [48]. The integritly gap instance for 3Lin can be translated via the reduction as remarked above.

### Intermediate Complextity Theorem
Barak [6] pointed out that Theorem I.5, along with the Arora-Barak-Steurer algorithm and the (rather standard) hypothesis $\text{NP} \not\subseteq \bigcap_{\gamma>0} \text{DTIME}(2^{\gamma n})$, implies the Intermediat Complextiy Theorem:

For every $\varepsilon > 0$, there exist $\varepsilon' > \varepsilon'' > 0$ and integer $\ell$ such that $\varepsilon' \rightarrow 0$ as $\varepsilon \rightarrow 0$ and the promise constraint satisfaction problem $\text{GapUG}^{\varepsilon''}(\frac{1}{2}, \varepsilon)$ on $n$ variables can be solved in time $2^{n^{\varepsilon''}}$ but not in time $2^{n^{\varepsilon'''}}$. This is perhaps surprising (and was perhaps cited as an argument against the Unique Games Conjecture). The past experience (e.g. the Dichotomy Conjecture/Theorem, the Exponential Time Hypothesis, near-linear sized PCPs etc) perhaps suggested (and if so, incorrectly as it turns out) that time complexity of $n$-variable CSPs ought to be either polynomial or truly exponential, i.e. $2^{\Omega(n)}$ amounting to a brute-force search over all assignments.

### Evidence towards the Unique Games Conjecture
$\text{GapUG}(\frac{1}{2}, \varepsilon)$ is NP-hard, i.e. a weaker form of the Unique Games Conjecture holds with completeness $\frac{1}{2}$. As far as the authors know (and we have consulted the algorithmic experts), the known algorithmic attacks on the Unique Games problem work equally well whether the completeness is $\approx 1$ or whether it is $\frac{1}{2}$. Thus, the implication that $\text{GapUG}(\frac{1}{2}, \varepsilon)$ is NP-hard is a compelling evidence, in our opinion, that the known algorithmic attacks are (far) short of disproving the Unique Games Conjecture.

Moreover, as remarked before, all the arguments against the Unique Games Conjecture, sketched in Section I-B, apply equally well to its weaker form with completeness $\frac{1}{2}$. In spite of all these arguments, the $\text{GapUG}(\frac{1}{2}, \varepsilon)$ problem, at the end of the day, does happen to be NP-hard, circumventing all the arguments mentioned!

2) Works Leading to the 2-to-2 Games Theorem: As noted, the 2-to-2 Games Theorem is proven in a sequence of works [34], [12], [13] and completed in the present work. In addition, contributions from [40], [8], [33] have been crucial in the overall proof. We summarize these developments below. At a high level, the proof involves the chain of implications (all these are now theorems):

- The Grassmann graphs and their potential application to the 2-to-2 Game problem were proposed in [34]. The contributions therein were: (1) introducing a certain linearity testing primitive based on the Grassmann graph/code (2) using a certain “sub-code covering” property of this code analogous to a similar property of the Hadamard code, previously introduced in [40] (3) proposing a reduction to the 2-to-2 Game problem (4) proposing a Weak Linearity Testing Hypothesis and showing that it implies, via the reduction, a Weak 2-to-2 Games Conjecture. We do not elaborate on the qualifier “weak” here. It refers to a rather awkward variant that is nevertheless quite natural and useful as far as application to Independent Set and Vertex Cover is concerned, which was the main motivation in [34].
- In [12], the authors formulated a Linearity Testing Hypothesis (the “right” and clean formulation in hindsight) and showed that it implied, via a reduction that is very similar to that in [34], the 2-to-2 Games Conjecture (with imperfect completeness).
- In [34], [12], it was already clear that the connectivity and expansion properties of the Grassmann graph would be crucial towards proving the Linearity Testing Hypotheses therein. In [13], the authors proposed (let’s call it) Grassmann Expansion Hypothesis (stated as Theorem I.12 in the present paper), and argued that it would at least be necessary towards proving the Linearity Testing Hypothesis. The authors presented a Fourier analytic framework and a preliminary set of results (for the first and second Fourier levels) towards proving the Grassmann Expansion Hypothesis.
- Barak, Kothari, and Steurer [8] proved that the Grassmann Expansion Hypothesis (almost immediately) implies the Linearity Testing hypothesis. While simple, this link is nevertheless important and was missed by the authors of [13].
- Finally, the Grassmann Expansion Hypothesis is proved in the present paper, stated as Theorem I.12. A similar Johnson Expansion Hypothesis is proved in [33] and the
technical insight therein has been useful in the present paper.

We now discuss the Grassmann Linearity Testing Hypothesis, the Grassmann Expansion Hypothesis, and indicate how the latter implies the former. We do not attempt here an overview of how the Linearity Testing Hypothesis is used to analyze a PCP/reduction and prove the 2-to-2 Games Conjecture. The reader is instead referred to the introductory section of the paper [12].

D. The Grassmann Graph/Code/Test and Linearity Testing Hypothesis

In the following, one thinks of the parameter $\ell$ as a sufficiently large integer and (after fixing it) the parameter $k$ as a sufficiently large integer.

**Definition I.6.** The Grassmann graph $\Gr_{k,\ell}$ is defined as follows. Its vertex set consists of all $\ell$-dimensional subspaces $L$ of $\mathbb{F}_2^k$ and $(L, L')$ is an edge if and only if $\dim(L \cap L') = \ell - 1$.

Associated with the Grassmann graph is the Grassmann code that encodes linear functions $f : \mathbb{F}_2^k \to \mathbb{F}_2$. The encoding of a linear function $f$ is given by a word/table $F[f]$ that assigns to each vertex $L$ of the graph, the restriction of $f$ to $L$, i.e. $F[L] = f|_L$. Since there are $2^k$ linear functions on an $\ell$-dimensional space, the alphabet for the encoding has size $2^\ell$. The Grassmann code is equipped with a natural testing primitive that we call the Grassmann Linearity Test: given a word $F[f]$ (not necessarily a codeword), the test picks an edge $(L, L')$ uniformly at random from the graph and checks that $F[L]|_{L \cap L'} = F[L']|_{L \cap L'}$, i.e. that the linear functions $F[L]$ and $F[L']$ are consistent on the common intersection of $L$, $L'$.

It is observed immediately that the test is a “2-to-2 test” in the sense that for every assignment/answer $F[L]$ there are exactly two answers to $F[L']$ so that the test accepts (and vice versa). This is because a linear function on $L \cap L'$ can be extended to $L$ (and similarly to $L'$) in exactly two ways (and this is how the test eventually leads to hardness of 2-to-2 Games). By design, the test has perfect completeness: if $F[f]$ is a codeword, then the test passes with probability 1 since $F[L], F[L']$ are then restrictions of the same global linear function. The question of interest is what about the soundness of the test? I.e. if a given word $F[f]$ passes the test with (small) probability $\geq \delta$, what “decoding” could we infer? Could we infer that the given word $F[f]$ necessarily has good consistency with some codeword (and if so, list-decode)? Based on the past experience (e.g. the Low Degree Test and the Blum-Luby-Rubinfeld Test that are well-understood and are crucial building blocks of PCPs), one is tempted to speculate that the answer is positive, formally stated below.\(^{13}\) Here $\delta, \varepsilon$ are thought of as constants independent of the parameters $k, \ell$.

**Speculation I.7.** For every $\delta > 0$, there exists $\varepsilon > 0$ such that if a table $F[f]$ passes the Grassmann Linearity Test with probability $\delta$, then there exists a global linear function $f : \mathbb{F}_2^k \to \mathbb{F}_2$ such that

$$P_L[F[L] = f|_L] \geq \varepsilon.$$ 

It turns out however that the speculation is false, the key reason being that the Grassmann graph has small sets whose (edge-)expansion is strictly bounded away from 1.

**Definition I.8.** Let $G = (V, E)$ be an $n$-vertex, $d$-regular graph. For a non-empty set of vertices $S \subseteq V$ with $|S| \leq \frac{n}{2}$, its (edge-)expansion is defined as

$$\Phi(S) = \frac{|E(S, \overline{S})|}{d \cdot |S|},$$

where $E(S, \overline{S})$ denotes the set of edges with one endpoint in $S$ and the other in $\overline{S} = V \setminus S$.

Alternately, $\Phi(S)$ is the probability that selecting a uniformly random vertex in $S$ and moving along a uniformly random edge incident on that vertex, one lands outside $S$. We will be interested in whether a set $S$ has expansion very close to 1 (near-perfect expansion) or has expansion strictly bounded away from 1.

**Counter-example to Speculation I.7:** Consider the following construction (it will be clear soon what the sets $S_i$ would be):

1. Let $S_1, \ldots, S_m$ be disjoint subsets of vertices of the Grassmann graph $\Gr_{k,\ell}$, all of equal size, such that their union constitutes a constant $\alpha$ fraction of vertices of the graph.
2. The sets $S_i$ are very small. Specifically, $m = m(k, \ell) \to \infty$ as $k, \ell \to \infty$.
3. Suppose that $\Phi(S_i) \leq 1 - \beta$ for every $1 \leq i \leq m$ for a constant $\beta$.
4. For each $1 \leq i \leq m$, select a global linear function $f_i : \mathbb{F}_2^k \to \mathbb{F}_2$ at random.
5. Define $F[L] = f_i|_L$ for every $L \in S_i$. For $L \not\in \cup_{i=1}^m S_i$, $F[L]$ is defined at random.

We show that the word/table $F[f]$ passes the Grassmann test with probability $\alpha \beta$, but has negligible consistency with any global linear function. Firstly, since $S_i$ cover $\alpha$ fraction of vertices and each $S_i$ has expansion at most $1 - \beta$, the fraction of edges of the Grassmann graph that are inside some $S_i$ is at least $\alpha \beta$. Since on each $S_i$, the table $F[f]$ is consistent with the global function $f_i$, the table passes the test for all edges $(L, L')$ that are inside some $S_i$. Secondly, since the

\(^{13}\)Moreover, a positive answer would lead to a very straightforward analysis of the PCP/reduction to 2-to-2 Games, avoiding most of the complications in [34], [12].
functions $f_i$ on different pieces $S_i$ are random and unrelated to each other, no single global function has non-negligible consistency with $F[\cdot]$. This completes the description of the counter-example.

How does one get around this counter-example, i.e. re-formulate Speculation 1.7 so that it is correct as well as sufficient towards analysis of the PCP/reduction to 2-to-2 Games? With regards to the specific counter-example above, here is a vacuous statement: if we restrict our attention to only the subset of vertices in say $S_1$, then $F[\cdot]$ indeed has full consistency with a global linear function, namely the function $f_1$. Moreover, as we will see, a canonical example of a small set with expansion strictly bounded away from 1 is $S = \text{Gr}_{k,\ell}[A, B]$ where $A \subseteq B \subseteq \mathbb{F}_2^k$ are subspaces with $\text{dim}(A) + \text{codim}(B) \leq r$ and

$$S = \text{Gr}_{k,\ell}[A, B] = \{ L \mid A \subseteq L \subseteq B \}.$$

In this case, $\phi(S) = 1 - 2^{-r}$ which is strictly bounded away from 1 for small integer $r$ (say $r = 4$). These observations motivated the following Linearity Testing Hypothesis in [12].

**Hypothesis 1.9.** For every constant $\delta > 0$, there exists a constant $\varepsilon > 0$ and an integer $r$ such that for all sufficiently large integers $\ell$ and (after fixing it) for all sufficiently large integer $k$, the following holds. If a table $F[\cdot]$ passes the Grassmann Linearity Test with probability $\delta$, then there exist subspaces $A \subseteq B \subseteq \mathbb{F}_2^k$ with $\text{dim}(A) + \text{codim}(B) \leq r$ and a linear function $f : B \to \mathbb{F}_2$, such that

$$\Pr_{A \subseteq L \subseteq B}[F[L] = f|L| \geq \varepsilon].$$

In words, while $F[\cdot]$ need not have good consistency with a global linear function on the entire graph $\text{Gr}_{k,\ell}$, there must be a structured subgraph $\text{Gr}_{k,\ell}[A, B]$ on which it does have good consistency with a global linear function and moreover this subgraph is of constant “co-order”, defined as $\text{dim}(A) + \text{codim}(B)$. The Linearity Testing Hypothesis above was shown to be sufficient towards analysis of the PCP/reduction to 2-to-2 Games in [12]. Towards proving the hypothesis itself, the authors (naturally) proposed to study structure of sets with expansion strictly bounded away from 1, formulated the Grassmann Expansion Hypothesis (essentially) characterizing such sets, and then made partial progress towards proving the Expansion Hypothesis [13]. The authors also argued that proving the Expansion Hypothesis is at least necessary towards proving the Linearity Testing Hypothesis. The missing link, namely that it is also sufficient, was provided in [8].

**E. Grassmann Expansion Hypothesis**

**Definition 1.10.** Suppose $A \subseteq B \subseteq \mathbb{F}_2^k$ are subspaces. Let $\text{dim}(A) = a$, $\text{codim}(B) = b$ and think of $a, b$ as small constants (say $a = b = 2$). Then (as introduced before) the subgraph $\text{Gr}_{k,\ell}[A, B]$ is an induced subgraph of $\text{Gr}_{k,\ell}$ induced on precisely the set of vertices $L$ such that $A \subseteq L \subseteq B$. It is easily seen that $\text{Gr}_{k,\ell}[A, B]$ is an isomorphic copy of a lower order Grassmann graph $\text{Gr}_{k-a-b,\ell-a}$. We call $a + b$ as the co-order of $\text{Gr}_{k,\ell}[A, B]$ with respect to $\text{Gr}_{k,\ell}$.

The sets $\text{Gr}_{k,\ell}[A, B]$ are natural examples of sets in $\text{Gr}_{k,\ell}$ that have expansion strictly bounded away from 1 when $a, b$ are small constants. Indeed, the expansion of $\text{Gr}_{k,\ell}[A, B]$, when seen as a subset of $\text{Gr}_{k,\ell}$, has expansion precisely $1 - 2^{-(a+b)}$ (up to an error $O(2^{-\ell})$ which is thought of as negligible and ignored for the ease of presentation). The reasoning is as follows. For a vertex $L \in \text{Gr}_{k,\ell}[A, B]$, its random neighbor $L'$ is obtained by picking a random subspace $T \subseteq L$, $\text{dim}(T) = \ell - 1$ and a random point $x \in \mathbb{F}_2^k \setminus L$ and letting $L' = T \oplus \text{Span}(x)$. Now $L' \in \text{Gr}_{k,\ell}[A, B]$ if and only if $A \subseteq T$ and $x \in B$ and these events happen independently with probabilities $2^{-a}$ and $2^{-b}$ respectively (up to an error $O(2^{-\ell})$). Thus a random neighbor of a random vertex in $\text{Gr}_{k,\ell}[A, B]$ is also inside it with probability $2^{-(a+b)}$ and hence its expansion is $1 - 2^{-(a+b)}$. Furthermore, we observe that if $S \subseteq \text{Gr}_{k,\ell}[A, B] \subseteq \text{Gr}_{k,\ell}$ is such that

$$\frac{|S|}{|\text{Gr}_{k,\ell}[A, B]|} = \varepsilon,$$

then $\Phi(S) \leq 1 - \varepsilon \cdot 2^{-(a+b)}$. This is because (we skip the easy proof) any set of density $\varepsilon$ inside a Grassmann graph has at least $\varepsilon^2$ fraction of the edges inside it (and hence has expansion at most $1 - \varepsilon$). Therefore, a random neighbor of a random vertex in $S \subseteq \text{Gr}_{k,\ell}[A, B]$ lies inside $\text{Gr}_{k,\ell}[A, B]$ with probability $2^{-(a+b)}$ as seen above and then inside $S$ with probability at least $\varepsilon$, justifying the observation. We summarize the overall observation as:

**Fact 1.11.** (Informal): A subset of constant density inside a constant co-order copy of Grassmann graph inside a Grassmann graph has expansion strictly bounded away from 1.

**(Formal):** Let $S \subseteq \text{Gr}_{k,\ell}[A, B] \subseteq \text{Gr}_{k,\ell}$ be such that $\text{dim}(A) = a, \text{codim}(B) = b$ and the density of $S$ inside $\text{Gr}_{k,\ell}[A, B]$ is $\varepsilon$. Then $\Phi(S) \leq 1 - \varepsilon \cdot 2^{-(a+b)}$.

The authors of [13] hypothesize, essentially, that the converse of the above fact is true. Informally, their hypothesis is that any set $S$ in the Grassmann graph $\text{Gr}_{k,\ell}$ whose expansion is strictly bounded away from 1 has constant density inside some copy of Grassmann graph of constant co-order. A precise statement appears below (now as a theorem and the main result in this paper):

**Theorem 1.12.** For every constant $0 < \alpha < 1$, there exists a constant $\varepsilon > 0$ and an integer $r > 0$ such that for all sufficiently large integers $\ell$ and (after fixing it) for all sufficiently large integers $k$, the following holds. Let $S \subseteq \text{Gr}_{k,\ell}$ be such that $\Phi(S) \leq \alpha$. Then there exist subspaces $A \subseteq B \subseteq \mathbb{F}_2^k$
such that \( \dim(A) = a, \ \text{codim}(B) = b, \ a + b \leq r \) and
\[
\frac{|S \cap \text{Gr}_{k,\ell}[A, B]|}{|\text{Gr}_{k,\ell}[A, B]|} \geq \varepsilon.
\]

Following [13], Barak-Kothari-Steurer [8] showed that Theorem I.12 (a hypothesis at the time) implies Hypothesis I.9, and by the work of [34], [12] the 2-to-2 Games Conjecture. It remained therefore to prove Theorem I.12. Partial progress towards its proof was already made in [13] where the authors prove the theorem when \( \alpha < \frac{2}{3} \), via spectral analysis of the Grassmann graph, introduced therein (the eigenvalues and eigenspaces of the Grassmann graph were known before). Roughly speaking, given a set \( S \) with expansion at most \( \alpha < 1 - 2^{-\ell(s+1)} \), it is easily observed that the indicator vector of the set \( 1_S \) must have a significant projection onto the eigenspace at “level” at most \( s \) (\( s \) is a constant when \( \alpha \) is strictly bounded away from 1). The spectral analysis then attempts to use this projection to deduce the desired structure of \( S \). The approach is worked out in [13] when \( s = 2 \), corresponding to \( \alpha < \frac{7}{9} \). It already requires rather difficult and lengthy case analysis. In principle, the same approach could be extended to higher levels \( s \geq 3 \), but the number of cases to handle seems to explode beyond control. Instead, we are able to argue in a more systematic fashion and avoid the explosion in potential case analysis (easier said than done of course).

We end this section with some remarks on Theorem I.12. Firstly, the subspaces \( A \) and \( B \) therein are referred to as “zoom-in” and “zoom-out” spaces respectively [34], [12], [13]. This makes sense if one imagines searching for the appropriate subgraph \( \text{Gr}_{k,\ell}[A, B] \) where the set \( S \) happens to have significant density. Second, we note that if \( S \) has density \( \geq \varepsilon \), then the conclusion of the theorem is vacuously true without any need for a zoom-in or a zoom-out (i.e. \( a = b = 0, A = \{0\}, B = \mathbb{F}_2^2 \)), so the theorem is really about “small” sets. Thirdly, our proof gives correct dependence of the required zoom-in-out dimension \( r \) on the upper bound on expansion \( \alpha \). For \( \alpha < 1 - 2^{-(s+1)} \), one gets a significant projection onto the eigenspace at level at most \( s \) and then in our proof, a combined zoom-in-out dimension of at most \( r = s \) is needed. This is tight (i.e. a lesser zoom-in-out dimension is not sufficient) since we know that subgraphs \( \text{Gr}_{k,\ell}[A, B] \) have expansion \( 1 - 2^{-(a+b)} \) and the combined zoom-in-out dimension (obviously) \( a + b \). Finally, we note that towards proving the theorem, it will be easier to work with the contra-positive: a set \( S \) that has very small density inside every copy of the Grassmann graph with constant co-order (such a set will be called pseudorandom) has near-perfect expansion (i.e. very near 1).

The phenomena as in Theorem I.12 occurs also in the Johnson graph and has been analyzed in [33]. In a Johnson graph, the vertices are \( \ell \)-subsets of a \( k \)-set and the edges are \( t \)-wise intersecting pairs (we are concerned with the case when \( t = \lfloor \frac{2}{3} \rfloor \)). Therein the notion of zoom-out and Fourier analysis are not needed. The Johnson case can informally be seen as a special case of the Grassmann case and the analysis of the former in [33] has been insightful in the analysis of the later in the current paper.
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